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The first time I met Tomas was in 1992, in Oberwolfach. Then we met in various
places: Trento, Bachelier workshops, QMF Sydney, Oberwolfach....
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Risk and Stochastics Conference in honour of Professor Ragnar Norberg, 2015
April, LSE London.
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Generalities
We work on a filtered probability space (Ω,G,F, P̃) where F = (Ft)t≥0 is a complete
and right-continuous filtration, F0 is trivial, and G is a σ-algebra satisfying F∞ ⊂ G.

We are given a random time τ (a non negative random variable) defined on (Ω,G),
with law denoted by η and we assume that η is non-atomic. We introduce

At = 11{τ≤t},∀t ≥ 0

and we denote by G = (Gt, t ≥ 0) the smallest filtration containing F and turning
out τ into a G-stopping time: if A is the filtration generated by the process A,
G = F ∨ A.
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We denote by Z the càdlàg Azéma supermartingale associated with τ , which is
the optional projection of 1−A and satisfies

Zt = P(τ > t|Ft),∀t ≥ 0,

and the optional Azéma supermartingale Z̃ which is the optional projection of
1−A−, and satisfies

Z̃t = P(τ ≥ t|Ft),∀t ≥ 0 .

The Doob-Meyer decomposition of Z is Z = M −Ap, where M is a martingale
and Ap the dual predictable projection of A.
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The compensator of A is the G-predictable increasing process ΛG such that A− ΛG

is a G-martingale. There exists an F-predictable increasing process Λ such that
ΛG
t = Λt∧τ ,∀t ≥ 0. If Z− > 0

dΛt =
dAp

t

Zt−
, ∀t ≥ 0, Λ0 = 0 .
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The (P,F)-conditional cumulative function of τ is defined, for any (t, u) ∈ R2
+

by
Ft(u) = P(τ ≤ u|Ft) .

The family (F (u), u ∈ R+) is a family of (P,F)-martingales, valued in [0, 1],
increasing with respect to the parameter u (i.e., Ft(u) ≤ Ft(v), a.s. for
u < v, ∀t ≥ 0).
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Conditional densities

The random time τ admits a P-conditional density in the sense of Jacod (we shall
say a J-conditional density) if there exist a non-negative O(F)⊗ B(R+)-measurable
map (ω, t, u) → pt(ω, u) càdlàg in t such that
(J1) for every u, the process (pt(u))t≥0 is a non-negative F-martingale,
(J2) for every t ≥ 0, the measure pt(u)η(du) equals P(τ ∈ du | Ft), in other words,
for any Borel bounded function h, for any t ≥ 0

E[h(τ)|Ft] =

∫
R+

h(u)pt(u)η(du) .
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Generalized density

The random time τ admits a generalized density in the sense of Jiao & Li (we shall
say a JL-conditional density) if there exist a increasing family (τi, i ≥ 1) with no
accumulation point of F-stopping times and a non-negative
O(F)⊗ B(R+)-measurable map (ω, t, u) → αt(ω, u) càdlàg in t such that
(JL1) for every u, the process (αt(u))t≥0 is a non-negative F-martingale,
(JL2) for any bounded Borel function h and t ≥ 0,

E[h(τ)
∏
i=1

11{τ ̸=τi}|Ft] =

∫
R+

h(u)αt(u)π(du)

where π is a non-negative, non atomic measure on R+.
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Immersion

If F and K are two nested filtrations (F ⊂ K), immersion holds under P if any
F-local P-martingale is a (P,K)-local martingale.

If F ⊂ G ⊂ K and F is immersed in K, then F is immersed in G.

If K = F ∨ σ(Θ) where Θ is independent of F under P, immersion holds under P.
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Financial market

We assume that S is the price of a traded asset, F-adapted, and that the financial
market (with a riskless asset with zero interest rate) (S,F, P̃) satisfies NFLVR
assumption.

We assume that the financial market (S,G, P̃) (where we use G-predictable
portfolio) satisfies NFLVR assumption.

If the (S,F, P̃) market is complete, immersion holds under any e.m.m. in the
enlarged market.

In the incomplete case, under some conditions, there exists at least a probability
measure P on G such that P is equivalent to P̃ and immersion holds under P.

Under immersion, Z is decreasing. This is why we study that case.
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Pricing:

In order to price defaultable claims one needs to know Z, Z̃, Ao and Ap.
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Generalized Cox model
We now assume that the σ-algebra G is large enough to support a random variable
Θ with unit exponential law, independent from F∞. Lando has introduced the Cox
model

τ = inf{t ≥ 0 :

∫ t

0

λsds ≥ Θ},

where λ is a non negative F-adapted process.

We study the generalized Cox model where K is an increasing càdlàg F-adapted
process such that K0 = 0. We define

τ = inf{t ≥ 0 : Kt ≥ Θ}.

Then,
Zt = P(τ > t|Ft) = P(Kt < Θ|Ft) = e−Kt , Z̃t = Zt− .
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Immersion holds under P between the reference filtration F and G, its progressive
enlargement with τ , since, obviously F is immersed in F ∨ σ(Θ) and
F ⊂ G ⊂ F ∨ σ(Θ).

Under immersion, 1− Z = Ao = oA, where oA is the optional projection of A and
Ao the dual optional projection of A, and Z̃ = 1−Ao

−.

The conditional survival process is

P(τ > u|Ft) = Zu, foru < t

= E[Zu|Ft], for t ≤ u .
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The case where K is continuous

In that case, τ avoids all F-stopping times, i.e., P(τ = ϑ < ∞) = 0 for any
F-stopping time ϑ, and, in particular, Ao being continuous, Z̃ = Z and Ap = Ao.

Moreover, if K is absolutely continuous with respect to the law of τ , i.e.,
Kt =

∫ t

0
kuη(du), ∀t ≥ 0, then, the J-conditional density is given by :

pt(u) = kue
−Ku , foru < t,

= E[kue−Ku |Ft], for t ≤ u .
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If K is continuous but not absolutely continuous, the J-density may fail to exist, as
we show now.

Let K be the continuous increasing process defined by
Kt = − ln(1− Lt∧1) + 11{t>1}(t− 1), t ≥ 0, where L is the local time at level 0 of a
standard Brownian motion. Then P(τ > t) = E[1− Lt∧1]e

(t−1)+ and, from
E[Lt] = E[|Wt|] =

√
2t√
π

, we deduce that τ has a density f with respect to Lebesgue’s
measure. Therefore, if the J-conditional hypothesis is satisfied then, one would
have, for u < t

P(τ > u|Ft) = Zu =

∫ ∞

u

pt(s)f(s)ds

and Z would be absolutely continuous with respect to Lebesgue’s measure, which is
not the case. The processs K being continuous, τ avoids F-stopping times and the
J-density does not exists.
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The case where K is càdlàg

Let K be an increasing F-adapted càdlàg process, with K0 = 0, Kt < ∞ for all
t ≥ 0 and K∞ = ∞. We assume that the sequence of jump times is strictly
increasing, without accumulation points.

For ω fixed, the set {t : Kt ≥ Θ} is of the form [t0,∞[ with Kt0 ≥ Θ and τ = t0,
hence

{Kt < Θ} = {τ > t}.

For any finite F-stopping time ϑ, one has P(τ = ϑ|Ft) = E[e−Kϑ− − e−Kϑ |Ft]. In
particular,

P(τ = ϑ < ∞) = E[e−Kϑ− − e−Kϑ ] ,

hence, τ avoids all F-stopping times if and only if K is continuous. The F-stopping
times which are not avoided by τ are the jump times of K.
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Doob-Meyer decomposition of Z

From stochastic calculus dZt = −e−Kt−(dKc
t + dIt) where Kc is the continuous

part of the increasing process K and I is the special F-semimartingale
(It =

∑
s≤t(1− e−∆Ks), t ≥ 0).

Being bounded Z is of class (D) and admits a Doob-Meyer decomposition.
The special F-semimartingale I admits a canonical decomposition I = M I +AI ,
with AI a predictable finite variation process and M I a local martingale. Then,
Z = M −Ap where dMt = e−Kt−dM I

t and

dAp
t = e−Kt−(dKc

t + dAI
t ), A

p
0 = 0 .
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Conditional densities

If the continuous part of K is absolutely continuous with respect to a non negative
non atomic measure π, i.e., Kc

t =
∫ t

0
kuπ(du), the JL-conditional density exists with

αt(u) = E[kue−Ku |Ft], u ≥ t.
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Let us point out a "technical" difficulty. Assume that K has no jumps at constant
time, i.e. P(τ = t) = 0,∀t > 0. This does not imply that Z = Z̃ (the equality
meaning that the two processes are indistinguishable). Indeed, Z = 1−Ao whereas
Z̃ = 1−Ao

−.
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Other computations Let (τi)i≥1 be the sequence of jump times of K. The
conditional probability that the default occurs at time τi is

pit := P(τ = τi|Ft) = E
[
e−Kτi−(1− e−∆Kτi )|Ft

]
,∀t ≥ 0 .

Note that pit = pit∧τi , a result due to immersion. This implies that pit∨τi = piτi .

For a bounded Borel function h, if the JL-conditional density exists,

E[h(τ)|Ft] =

∫ ∞

0

h(u)αt(u)π(du) +
∑
i≥1

E[h(τi)piτi |Ft],∀t ≥ 0 .

The conditional survival probability is given by

P(τ > u|Ft) = e−Ku , for t ≥ u

=

∫ ∞

u

αt(y)π(dy) +
∑
i≥1

E[11{τi>u}p
i
τi |Ft], for t < u .
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Examples of càdlàg processes K
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Example 1

We can generalize the model of Jiao & Li.

We consider a filtered probability space (Ω,G,F,P), a continuous increasing
F-adapted process Γ and (τi)i≥1 a strictly increasing sequence with no
accumulation points of F-stopping times and we set τ0 = 0. We introduce the
process Ai setting Ai

t = 11{τi≤t},∀t ≥ 0, and its F-compensator J i. One denotes by
Ψ an increasing deterministic function such that Ψ(0) = 0, Ψ(t) < ∞,∀t ≥ 0 and
Ψ(∞) = ∞. We set

Kt =
∑
i≥1

11{τi≤t}[Ψ(τi)−Ψ(τi−1)] + Γt,∀t ≥ 0 .

Then,

Ap
t = Γt +

∑
i≥1

∫ t

0

(
e−Ψ(τi−1) − e−Ψ(s)

)
dJ i

s, ∀t ≥ 0 .
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Example 2

If a strictly increasing sequence (τi)i≥1 with no accumulation points of F-stopping
times and a sequence of non-negative random variables (θi ∈ Fτi , i ≥ 1) are given,
as well as a non-negative F-adapted process k, one sets

Kt =

∫ t

0

ksds+
∑
i≥1

11{τi≤t}θi .

The associated random time τ does not avoid the F-stopping random times (τi)i≥1

and we set τ0 = 0. We have

It =
∑
i≥1

(1− e−θi)11{τi≤t} =
∑
i≥1

γi11{τi≤t} = M I
t +AI

t .

We consider the marked point process (γi, τi)i≥1 with jump measure µ defined as

µ(ω, [0, t], A) =
∑
i≥1

11{τi(ω)≤t}11{γi(ω)∈A},∀t ≥ 0

and its compensator ν.
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Then M I =
∫ ·
0

∫
R+

x(µ(ds, dx)− ν(ds, dx)) and AI =
∫ ·
0

∫
R+

xν(ds, dx).

Furthermore, dAp = e−K−(dKc + dAI), and dΛ = dKc + dAI .
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Example 3: Shotnoise

We are given a sequence (τi) of F-stopping times and a family (γi) of
Fτi -measurable random variables and we set

Kt =
∑
i≥1

11{τi≤t}G(t− τi, γi) =

∫ t

0

∫
R
G(t− s, x)µ(ds, dx),∀t ≥ 0 ,

where G is a function R+ × R → R+.

Note that ∆Kτi = G(0, γi) and Kc
t =

∑
i≥1 11{τi≤t}[G(t− τi, γi)−G(0, γi)],∀t ≥ 0.

We assume that

G(t, x) = G(0, x) +

∫ t

0

g(s, x)ds, ∀t ≥ 0, x ∈ R,

where g is a non-negative Borel function on R+ × R, so that G is increasing with
respect to its first variable.
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Under other technical hypotheses, the Doob-Meyer decomposition of Z is
Z = M −Ap with

Mt =

∫ t

0

Zs−

∫
R
(e−G(0,x) − 1)µ̃(ds, dx)

Ap
t =

∫ t

u=0

Zukudu+

∫ t

0

∫
R
(e−G(0,x) − 1)ν(ds, dx) ,

where ku =
∫
R
∫ u

s=0
g(u− s, x) µ(ds, dx).
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Pricing of defaultable claims
It is then easy to price defaultable claims using P as the pricing measure and obtain
closed form solutions and see the impact of the no-avoidance of F stopping times
which, in general, produces jumps in these prices.

As an example, we consider a zero coupon defaultable bond with maturity T , which
delivers one monetary unit at maturity if and only if the default did not occur
before T . We assume that the riskless interest rate is null. The price of the
defaultable bond, if P is the pricing measure, is

Dt(T ) = P(τ > T |Gt) = 11{t<τ}
E[ZT |Ft]

Zt
= 11{t<τ}D̃t(T )

where D̃(T ) is the predefault price D̃t(T ) = E[ZT |Ft]e
Kt .
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We assume to be in the case of shot-noise model where ν is deterministic. It
follows, with simple computations that,

D̃t(T ) = exp
(∫ T

t

∫
R
(e−G(T−s,x)−1)ν(ds, dx)−

∫ t

0

∫
R
[G(T−s, x)−G(t−s, x)]µ(ds, dx)

)
.

In particular, D̃ has jumps at times (τi)i≥1 with negative jump sizes :

∆D̃τi = D̃τi−(e
−(G(T−τi,γi)−G(0,γi)) − 1) .

Note also that D̃(T ) is increasing between two jumps.
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The dynamics of D̃ can be obtained

dD̃t(T ) = D̃t−(T )

∫
R
(eG(0,x)−G(T−t,x) − 1)µ̃(dt, dx)

+D̃t−(T )
(
dAJ

t +

∫
R
(e−G(T−t,x) − 1)(eG(0,x) − 1)ν(dt, dx)

)
,

where

AJ
t =

∫ t

u=0

(∫
R

∫ u

s=0

hJ(u− s, x) µ(ds, dx)
)
du+

∫ t

0

∫
R
HJ(0, x)ν(ds, dx) ,

where hJ(t, x) = g(t, x)eG(t,x) and HJ(0, x) = eG(0,x) − 1
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On going work
It remains to produce numerics and calibration. The case of multiple defaults is a
work in progress.
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The predictable projection of X is the unique predictable process pX such that for
any F-predictable stopping time ϑ

E(Xϑ11{ϑ<∞}) = E( pXϑ11{ϑ<∞}) .

Let (Xt, t ≥ 0) be an integrable increasing process. There exists a unique
integrable F-predictable increasing process (Xp

t , t ≥ 0), called the dual predictable
projection of X such that, for any F-predictable process Y ,

E
(∫ ∞

0

YsdXs

)
= E

(∫ ∞

0

YsdX
(p)
s

)
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