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What is Causal Inference?

Inferring the effect of one thing on another
Did X cause Y? 



Golden standard of causal inference are 
randomized experiments

But we can’t always run an experiment

Enter quasi-experiments! 
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Kim, Lee and Gupta 2020
Seiler, Tuchman and Yao 2021

Puranam, Narayan and Kadiyali 2017
Avery et al. 2012; Pauwels and Neslin 2015; Soysal 
and Krishnamurthi 2015 Wang and Goldfarb 2017



(Quasi-experimental)
Marketing and policy interventions are prevalent 

• Data Setting: Pre/Post Treatment/Control
• Impact of

• Regulations/legislations/policy interventions (in one or few states) on sales 
(e.g., Abadie et al. 2010)

• Online paywall on sales (Pattabhiramiah et al. 2019)
• Payment disclosure on prescriptions (Guo et al. 2020)
• Advertising on word of mouth (Tirunillai and Tellis 2017)
• Media services on piracy search (Lu et al. 2021)
• Soda tax on sales (Kim et al. 2020) 
• Minimum wage change on service perceptions (Puranam et al. 2021)
• Food labeling on consumer behavior (Araya et al. 2022)
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Challenge: Randomized control design is infeasible
Solution: Quasi-experimental methods



Popular Method: Differences-in-Differences
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Parallel Trends Assumption 
Treatment unit would have been 
parallel to the control unit in the 

absence of the treatment 

What if it is violated? 

Synthetic Control Methods 
to the rescue!

Counterfactual



Synthetic Control Method
(Abadie and Gardeazabal 2003; Abadie, Diamond and Hainmueller 2010)

“Arguably the most important innovation in the evaluation 
literature in the last fifteen years”

- Susan Athey and Guido Imbens

Main idea 
• Whereas DID essentially require equal weights on control units, SC allows the 

weights on control units to vary (and allow zero weights) 
• Additional flexibility to match controls to treatment 
• Use weighted average of control units to create a synthetic version of 

treatment unit 
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Synthetic Control Method Overview
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Counterfactual

Actual Sales

Note: need long enough 
time series

Relaxing restrictions -> 
more flexible methods



How do researchers quantify uncertainty 
using synthetic control method?
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Previously, researchers used placebo tests 
• Strong symmetry assumption treatment and controls have similar data variation (variance) 

• No confidence bounds, hypothesis testing or (general) p-values



How to quantify uncertainty when using 
synthetic control method? (Li 2020, JASA)

• Previously, researchers had to rely on placebo tests that have strong 
symmetry assumptions

• Li (2020) develops formal inference theory for the synthetic control 
method and

• Proves that subsampling procedure can be used to calculate confidence 
intervals, conduct hypothesis testing and obtain p-values 



What if we need even more flexible methods?
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One such flexible method: 
HCW (Hsiao, Ching and Wan 2012) or OLS method (see Li and Bell 2017 for 
inference)

Problem: Overfitting

Solution:  Regularization 
1) Bayesian: 

Kim, Lee and Gupta 2020 - Bayesian shrinkage priors to solve the sparsity 
problem and get Bayesian inference as a benefit of that approach
Pang, Liu and Xu 2022 – Bayesian factor model 

2) Frequentist: 
Ben-Michael et al 2018 (ridge), Carvalho et al 2018 (lasso), Doudchenko 
and Imbens 2016 (elastic net) 
Factor model (will discuss next)



Factor Model Approach Overview
(Gobillon and Magnac 2016, Chan and Kwok 2016, Xu 2017)

• Similar in spirit but mechanically different to synthetic control
1) Project the control units onto a lower dimensional factor space (largest eigenvectors of control data)
2) *Regress the treatment unit’s outcome on the latent factors to recover the factor loadings (weights) 
without any constraints to predict the treated counterfactuals*

• Uses all the control units’ information to estimate common factors without discarding 
information 

• Can handle a large number of control units
• Can handle treatment outside range of the control units 
• Implicit regularization leads to better out of sample predictions
• Easily applied to multiple treatment units because dimension reduction to obtain factors only 

has to be done once 

• Also called interactive fixed effects model, generalized synthetic control
*Note: needs long time series
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Inference for Factor Model Approach
(Li and Sonnier 2023, JMR)

• Develop the inference theory for factor model approach to estimate 
treatment effects

• Quantify uncertainty through hypothesis testing and confidence intervals 
• Computationally more efficient than bootstrap and placebo/permutation procedures 
• Allows treatment and control unit outcomes to have different distributions (different error variance is a 

special case) 

• Especially important as factor model approach increasingly popular in 
marketing 
(Guo et al 2020, Nair et al 2021, Pattabhiramaiah et al 2019, Lovett et al 2019)

• Our inference method recovers coverage probabilities whereas Xu’s (2017) 
bootstrap procedure often leads biased confidence intervals 
(because Xu 2017 bootstrap draws treatment error by resampling from control unit’s estimated errors) 
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Equal Error Variance Coverage Probabilities 
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Our inference method  Bootstrap procedure 

Takeaway: Our inference method and extant bootstrap procedure recovers the coverage probabilities 
(dashed line overlaps 45 degree line) when treatment and control units have equal error variance



Unequal Error Variance Coverage Probabilities 
Treatment’s error variance smaller than control error variance
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Our inference method  Bootstrap procedure

Takeaway: Our inference method recovers the coverage probabilities while extant bootstrap procedure cannot and 
results in over coverage when treatment error variance is smaller than control units’ error variance



Unequal Error Variance Coverage Probabilities 
Treatment’s error variance greater than control error variance
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Our inference method  Bootstrap procedure

Takeaway: Our inference method recovers the coverage probabilities while extant bootstrap procedure cannot and 
results in under coverage when treatment error variance is greater than control units’ error variance



Showroom Opening using Factor Model 
Raw data shows treatment outside range of  controls

Xu bootstrap CI width are about 
half of CI width using our 
inference
likely due to under-coverage 



Recreational Marijuana Legalization on Beer in California
using Factor Model 
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Retail sale of recreational marijuana 
in California decreases weekly beer 
sales by $88,400 or 0.464%, which is 
not statistically significant 

Adj R squared  0.907

Xu bootstrap CI width are about 
half of CI width using our 
inference
likely due to under-coverage 



So far, we have talked about synthetic 
control method and the more flexible factor 

model method and their inference

Recall that both need long time series
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What if we don’t have enough time periods? 

Augmented 
Difference-in-Differences

Li and Van den Bulte 2023
Marketing Science 

Forward
Difference-in-Differences

Li 2023
 Marketing Science

Treatment within range 
of control units

Treatment outside 
range of control units

use scaled average of control units select a relevant subset of control units using 
forward selection algorithm and then apply 
DID



Augmented DID Method
(Li and Van den Bulte 2023, Marketing Science)

• Main idea: Use scaled average of the control units to construct the 
counterfactual 

• Advantages:
• Simple, easy-to-implement method 
• More flexible than DID so it can better handle heterogeneity between 

treatment and control units
• Easy-to-compute confidence intervals / inference 

• Using analytical proofs, simulations, and nine empirical applications, 
we document the attractive properties of ADID and provide guidance 
on what method(s) to use when. 
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0
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See Section 2 of Augmented DID 
paper 
• overview of related methods 
• discussion of testable and 

untestable part of parallel trends 
assumption 



Identifying parallel trends assumption by method

See Section 2 of Augmented DID paper 
• overview of related methods 
• discussion of testable and untestable part of parallel trends assumption 





Forward Difference-in-Differences
(Li 2023, Marketing Science)
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Forward Difference-in-Differences
(Li 2023, Marketing Science)

• Main idea: forward selection algorithm* to select a relevant subset of 
control units and then apply DID 

• Advantages
• Can accommodate any number of control units and any number of pre and post-

treatment time periods 
• Solves the overfitting problem
• Develop widely applicable normal inference theory (key advantage over other 

alternative flexible methods - SC, MSC, HCW)
• Prove consistency 

*Shi and Huang (2023) proposes Forward HCW method, which uses forward selection algorithm and then 
applies HCW method. However, Forward HCW needs large enough pre and post-treatment time periods, 
may still suffer from overfitting, and there is no inference theory for non-stationary data 
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Notation
Let ytr,t

1 and ytr,t
0 denote the outcome of treated unit in period t with and without treatment, respectively 
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Use pre-treatment data and OLS: 

Estimated fitted in sample curve/counterfactual: 



Forward DID Algorithm 
• Choose the best subset (highest 𝑅𝑅2) of size one control unit 
• Then choose best subset of size two that includes first control unit 
• Continue to choose greater subsets that has one more control unit 

than previous subset 

• Out of the 𝑁𝑁𝑐𝑐𝑐𝑐 models, choose the model with the highest 𝑅𝑅2

Note: No overfitting since all submodels estimate one parameter
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Store Opening on Sales 
• What is the causal effect of opening a store on retailer’s 

sales?

• January 2014 to December 2016

• Store openings 
• Atlanta, GA  (December 2014)
• San Diego, CA (January 2015)
• San Jose, CA (January 2015)

• Apply Forward DID compare to DID, SC and Forward HCW 
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Synthetic Control DID

Forward HCW Forward DID

Store 
Opening
in Atlanta
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Synthetic Control DID

Forward HCW Forward DID

Store 
Opening
in San Diego
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Synthetic Control DID

Forward HCW Forward DID

Store 
Opening
in San Jose



Causal Effect (ATT) and Confidence Intervals  
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Forward DID has narrower confidence intervals 

Same story as figures

We need out-of-sample comparisons by method



Out-of-sample PMSE using Backdating 
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All ratios except one greater than one so Forward DID performs better out of sample



Recap: Augmented DID and Forward DID are 
especially useful when… 

• DID is not applicable so we need more flexible estimators 
• We have short (although still applies to long) pre and post treatment 

time periods  
• Note: Unlike SC (which uses a weighted average), both of these methods 

use a simple average of control units, which facilitates straightforward 
inference 
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Boundary condition:
 Forward DID should not be used when it identifying parallel 

trends assumption is violated (e.g. treatment is outside the 
range of the control units – can check graphically in data 
before analysis)

 



Difference-in-
Differences

Synthetic 
Control

More flexible 
estimators 

Less flexible 
(more restrictive) 

More flexible
(less restrictive) 

Use the most restrictive 
method that is still correct (i.e. 
parallel trends identifying 
assumption holds)

Two Step Synthetic Control, Li and Shankar 2023 
Management Science  

1. Formal test of (pre)parallel trends assumption 
2. Framework to recommend appropriate 

method that balances bias and variance 
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1) Change the weights or add an intercept 

Doudchenko and Imbens 2016, Li 2020 
Hsiao Ching and Wan 2012
Augmented DID  Li and Van den Bulte 2023, Mkt Sci
Synthetic DID (introduce time weights) Arkhangelsky et al 2021 AER

2) Dimension reduction via factor model aka generalized 
synthetic control 
Xu 2017, Inference - Li and Sonnier 2023, JMR

3) Choose a relevant subset of control units 
Shi and Huang 2022, Li 2023

4) Bayesian  
Kim, Lee and Gupta 2020 JMR, Pang, Liu and Xu 2022

How to arrive at more flexible estimators 
from synthetic control method? 



Data characteristics of research problem 
guide the choice of method
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• number of pre/post time periods
• number of treatment and control units
• treatment unit within or outside range of 

control units  

Goal: Use the simplest (i.e. most restrictive) method 
that has parallel pre-trends without overfitting 



Treatment and 
Control Groups

Enough Time 
Periods?

Treatment within 
range of control units?

Difference-in Differences 
(DID)

Synthetic Control (SC)

 

Forward DID Augmented 
DID

Treatment within 
range of control units?

Factor Model aka 
Generalized SC 

(large # control units)

Other flexible methods

Yes No

Yes

NoYes

NoYes

Best practices 
1. Check the testable part of the 
identifying assumption 
(parallel pre-trends) 

Each method has its own version of a 
parallel trends assumption

2. Check out-of-sample performance 
using backdating exercise 
(Li 2020, Abadie 2021, Li and Sonnier 
2023)

© 2023 Katheen T. Li  All rights reserved.



Treatment and 
Control Groups

Pre and Post 
Time Periods?

Covariates?

Difference-in Differences

Synthetic Control

Factor model aka generalized 
synthetic control 

Other flexible methods

 

Matching

Random Forests 
Machine 
Learning

Large number of 
treatment and 
control units?

Matching

Randomization

 Instrument

Enough Time 
periods?

Difference-in 
Differences

Augmented DID

Forward DID

Yes No

Yes

Yes

NoYes

No

No

© 2023 Katheen T. Li  All rights reserved.

Goal: Use the simplest (i.e. most restrictive) method  
that has parallel pre-trends without overfitting 

Which method should you use?



Conclusion 

• Causal inference is fundamental to science and knowledge generation 
• DID is most popular, widely used quasi-experimental method
• Synthetic control method started the renaissance in more flexible 

estimators (good for small to moderate # treatment, large enough time periods) 

• When to use which method is guided by data characteristics / satisfying 
corresponding identifying assumption 

• Expanding the in causal inference toolkit available to marketing scholars 
(factor model, Bayesian, Augmented DID, Forward DID) allows 
researchers to answer previously unanswerable questions!



Thank you!
kathleen.li@mccombs.utexas.edu
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