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DANCING WITH THE DYNAMIC MACHINE

Artificial Intelligence (Al) is advancing its position in organizations by per-
forming tasks historically perceived as exclusive to humans. As Al becomes
more commonplace in the work environment, there is an increasing need to
understand the implications of integrating Al into the fabric of organizations.

This thesis investigates how Al-related dynamics are manifested in the or-
ganization and their impact on employee trust and distrust in Al. The thesis
consists of three articles, each based on a unique data set, including a multi-
national survey, a longitudinal case study, and a field experiment. Together,
the articles show that Al will not only induce continuous transformation of the
organization but can also generate persistent uncertainty amongst employ-
ees. Such uncertainty can then be amplified by employees’ and managers’
limited understanding of Al functionality, resulting in distrust. The results also
show that human biases, a challenge expected to be addressed using Al,
manifest differently than commonly believed. Such misconceptions can create
unrealistic expectations on Al, further contributing to employee uncertainty.

The thesis ends with a call to increase our general knowledge regarding Al
and its reliance on organizational data, followed by three suggestions for
future research on the implications of integrating Al in organizations.
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Chapter 1

Introducing Al

In 2015 I accidentally killed the smartphone. Working at Ericsson, my col-
league Michael and I had just published our new consumer technology trend
report. One of the trends highlighted that eatly adopters worldwide were in-
terested in communicating with their home appliances by talking to an Al
instead of fiddling around with a smartphone app. Over half of the respond-
ents also answered that they believed the smartphone would be a thing of
the past within five years. Releasing the report, TT, a Swedish news agency,
interviewed me about the trends. They thought the Al vs. smartphone trend
was so interesting that they titled the news article “The smartphone will be
dead in five years.” Following the article’s publication, the news that Ericsson
had predicted the smartphone’s death spread like wildfire wotldwide.! To
our disappointment, it was not the (at the time) novel usage of Al that had
caught readers’ interest, but the idea that our smartphone era might come to
an end (and that it was Ericsson, a mobile network provider, that predicted
it). The learning I bring from this incident is that it is difficult to discuss what
lies beyond a prevailing paradigm, in this case, the smartphone.

Today, following the big breakthrough of generative Al, such as
ChatGPT, I do not believe the Al vs. smartphone trend would have made
the same headlines or had the same reach. Our news and social feeds are

! For examples of still available online news articles that republished TT’s interview, see
www.cnbe.com/2015/12/09/people-think-the-smartphone-will-be-dead-in-5-years-ericsson.html
www.svd.se/a/4a6a8d05-daf5-445f-a747-78cc739b9395 / smarta-telefonet-spas-do-ut-inom-fem-ar
https://guardian.ng/technology/smartphones-to-become-extinct-by-2020/
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already bursting with ideas, tips, and tricks on utilizing new Al applications.
Although I am thrilled that one of my favorite topics is now legit at the dinner
table, I am concerned that our understanding of Al is still relatively shallow.
Public discourse quickly rallies around the latest Al sensation or a distant sci-
fi future, often fueled by fear. Although I do not expect to make headlines
with this dissertation, I hope to contribute to a healthier discussion of Al and
how it influences our organizations and work.

Artificial Intelligence (Al) is advancing its position in organizations by
performing tasks historically perceived as exclusive to humans. From over-
taking human manual labor, machines are now able to perform human cog-
nitive and non-routine work (e.g., Brynjolfsson & Mitchell, 2017; Frey & Os-
borne, 2017) such as writing news articles (Carlson, 2015; GPT-3, 2020; Rai
et al., 2019), predicting where the next crime will occur (Brayne, 2017; Sha-
piro, 2017; Waardenburg et al., 2022), driving cars, and directing city traffic
(Baker, 2018; Davies, 2018). Naturally, this has resulted in practitioners and
scholars debating how Al technology will impact human work and organiza-
tions. A central discourse has focused on whether machines will come to
augment humans in their labor or automate processes that render human
occupations redundant (Fleming, 2019; Frey & Osborne, 2017; Raisch &
Krakowski, 2020). Others have explored how the introduction of Al will al-
ter work; for instance, decision-making, expertise, and identity (Berente et
al., 2021; Faraj et al., 2018; Vaast & Pinsonneault, 2021; von Krogh, 2018).
Scholars have also identified trust in Al as critical for successfully integrating
Al into an organizational context (Glikson & Woolley, 2020; Leonardi et al.,
2022; Lockey et al., 2021) and found that a key factor for trust is the techno-
logy’s impact on work (Gillespie et al., 2021). Researchers have also demons-
trated that when employees do not trust Al to be to their benefit, they may
develop strategies to resist the integration of Al in their workplace (Brayne
& Christin, 2021; Christin, 2017; Kellogg, 2020).

Although many interesting and important questions have been raised and
explored in prior research, some aspects of how Al influences the ongoing
transformation of organizations are often overlooked. Al embodies three dy-
namics that drive transformational change in organizations. These dynamics
are an effect of Al’s inherent data-driven adaptability and the necessity of
dynamic responses from organizations. First, as Al draws from data to



CHAPTER 1 3

generate predictions, organizations can adapt their processes from a reactive
to a proactive orientation (Agrawal et al., 2018; lansiti & Lakhani, 2020). Se-
cond, as Al is a general-purpose technology (Brynjolfsson & McAfee, 2017),
becoming an Al-driven organization goes beyond developing and implemen-
ting a single Al application.? Instead, an organization will integrate nume-
rous Al applications across the organization for various purposes (Agrawal
et al., 2018; Iansiti & Lakhani, 2020). In this context, Al applications can
generate new insights, thus creating opportunities for further Al applications.
Third, Al has an inherent dynamic. In contrast to traditional I'T software, Al
can continuously learn and improve its accuracy over time as it is used or
exposed to more data (Agrawal et al., 2018; Faraj et al., 2018). Combining
these three dynamics reveals that Al technology can drive transformational
change. However, transformational change within organizations can generate
uncertainty and challenge employee trust (Gustafsson et al., 2021; Serensen
et al,, 2011). Furthermore, Al’s impact on work is a key factor for trust in Al
(Gillespie et al., 2021). Thus, to better understand how we as humans come
to trust Al in our work, we must consider how AI’s dynamics are manifested
and unfold as Al becomes integrated into organizations.

My thesis explores the dynamics of Al and the uncertainties it generates
amongst employees. The goal is not to create an exhaustive description of
phenomena but to explore how Al-related dynamics are manifested in the
organization and the implications for employee trust in Al. I pursue this
question through the three studies in the thesis, each with a unique dataset:
a multi-national survey, a longitudinal case study, and a field experiment. In
Paper 1, a multi-national survey, my co-authors and I targeted decision-ma-
kers in organizations currently implementing Al in their organizations. We
aimed to better understand the challenges encountered during Al implemen-
tation and the strategies to overcome them. We reveal that, when implemen-
ting Al, challenges persist over time, even as organizations become more
experienced. Paper 1 also shows that employee fear and resistance towards
Al are some of the most common challenges across organizations. In Paper
2, alongitudinal case study, my co-authors and I followed a data science team

2 1 make a distinction between implementing Al, refering to the activities an organization undertakes to
introduce a new technology (Myers, 1995), and the snzegration of Al into an organizational context where Al
becomes a part of an Al and data-driven organization (Iansiti & Lakhani, 2020).
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developing Al applications to help the corporate initiative become Al-driven.
We show that employee distrust towards Al is not limited to a single Al ap-
plication. We also reveal that Al’s inherent dynamic, continuously learning
from data, can be a source of distrust if the user lacks an understanding of
the phenomenon. In Paper 3, a field experiment, my co-authors and I sought
evidence of bias in idea evaluation. Bias is a known challenge for trustworthy
Al (Maslej et al., 2023), and yet, as we show in our paper, it remains an area
that we still do not fully understand, as our field experiment revealed a null
result where we expected to find bias. The lack of bias is a vital insight into
further understanding how human bias may impact Al accuracy. Combining
the three papers and datasets, I offer three conclusions. First, becoming Al-
driven is a continuous transformation where challenges persist over time, and
employee distrust towards Al is one of the most common challenges orga-
nizations encounter. Second, the continuous development of numerous Al
applications results in an ongoing interplay between social and technical trust
referents, which can result in vicious distrust cycles. Third, the lack of un-
derstanding of Al’s inherent dynamic, continuously learning from data, can
lead to unrealistic expectations of Al and distrust towards the technology.

The rest of the thesis is structured as follows: In Chapter 2, I provide an
account of relevant literature related to the focal phenomenon and theory
background. In Chapter 3, I describe the research design, empirical context,
and methods used in the three papers. I have also included a section on my
position as an industrial Ph.D. student. Following the research design, in
Chapter 4, I summarize each paper’s findings and contributions relevant to
the thesis research questions in a findings section. For Papers 1 and 3, I have
also included additional data from their respective datasets that I found rele-
vant to this thesis’s overarching aim. In Chapter 5, I discuss the combined
results of the three papers and their datasets in relation to the relevant litera-
ture. I also presentideas on potential future research built on Al as a dynamic
machine. Lastly, in Chapter 6, I present the three papers.

A caveat regarding the order of the three papers: as the studies were con-
ducted in parallel, I have decided not to present them chronologically. Ins-
tead, they follow a thematic approach, starting with a broader scope on im-
plementing Al in organizations (Paper 1), followed by a closer look at how
distrust emerges during integrating Al into the organizational context (Paper
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2) and ending with a closer look at bias (Paper 3), which is a source of unre-
liable Al and a challenge to trustworthiness.






Chapter 2

Theoretical framework

In this chapter, I describe the dynamic aspects of Al and share the most
relevant discourse for this thesis around Al in the organization and trust in
Al I conclude this section with an overview of the literature on human and
Al bias and its relevance to Al trustworthiness. However, I begin with a short
description and definition of Al

Whatis Al2

Driven by computational power, progress in data science, and the availability
of large datasets, Al comprises a group of technologies, such as machine
learning, pattern recognition, computer vision, and natural language proces-
sing. The definitions of Al are numerous, and where some focus only on its
technical capabilities (OECD), others include references to human intelli-
gence (Rai et al.,, 2019), expectations of future technology (Berente et al.,
2021), and even industry formation, such as politics, labor, and culture
(Crawford, 2021). One of the reasons for this multitude of definitions is that
the term ‘Al’ is somewhat of a moving target, whereby as soon as an Al
technology becomes mundane, it is no longer perceived as Al (Berente et al.,
2021; McCorduck, 2004). In this thesis, I follow Faraj et al. (2018) in using a
single term, Al to refer to “an emergent family of technologies that build on
machine learning, computation, and statistical techniques, as well as rely on
large datasets to generate responses, classifications, or dynamic predictions
that resemble those of a knowledge worker” (Faraj et al., 2018, p. 62). This



8 DANCING WITH THE DYNAMIC MACHINE

definition not only emphasizes that Al is a group of technologies but is ge-
nerous about the type of technologies that it includes, such as machine lear-
ning and statistical techniques. Such an inclusive definition is helpful when
dealing with a moving target. If anything, the definition could have also in-
cluded more advanced subgroups of Al technologies, such as large language
models. Another characteristic of this definition is that it highlights AI de-
pendency on data. It is its ability to digest and analyze vast amounts of data
in order to identify patterns, predict outcomes, and propose proactive solu-
tions that differentiate Al from traditional I'T software (Agrawal et al., 2018;
Faraj et al., 2022). Moreover, it is the data enabling the three dynamics of Al
that is relevant for this thesis (see below for a further description of the dy-
namic aspects). Lastly, the definition also includes references to what Al can
generate and the range of Al applicability.

In this thesis, I use the term ‘AI’ when describing the technology in ge-
neral and ‘Al application’ when mentioning a specific AI model. Occasiona-
1y, especially in Paper 2, I use the term ‘algorithm’ interchangeably with ‘Al
application.” In this thesis, I also use the term ‘Al-driven’ to refer to organi-
zations undergoing major transformations striving to integrate Al across the
organization to support and automate various processes (Agrawal et al., 2018;
Tansiti & Lakhani, 2020).

The dynamics of Al

Enabled by data, Al embodies three dynamics that grant it transformational
power. These dynamics are an effect of AI’s inherent adaptability, learning
from new data, and the necessity for dynamic responses as organizations
adapt to AL First, drawing from data, Al predictions enable organizations to
shift from a reactive to a proactive operation (Agrawal et al., 2018). This shift
means that instead of reacting to known events, the organization can develop
work processes based on predictions (Agrawal et al., 2018). For example,
predictive policing enables a police force to forecast where future crimes may
occur (Shapiro, 2017; Waardenburg et al., 2022). This requires new processes
within the police force, such as setting up preventive measures before the
crime occurs, for instance, by proactively increasing the police presence in
the area (Brayne, 2017; Shapiro, 2017; Waardenburg et al, 2022). Al
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predictions allow organizations to decide actions for future events and to
expend less effort preparing for unknown probable events (Agrawal et al.,
2018). Thus, integrating Al across the organization can result in changing
processes and even entire operating models as new tasks become necessary
to capture the benefits of predictions (Agrawal et al., 2018; Iansiti & Lakhani,
2020).

Second, Al is a general-purpose technology (Brynjolfsson & Mitchell,
2017). As such, it can be applied in all parts of the organization and for va-
rious purposes. However, Al has been called weak or narrow, as an Al ap-
plication can only solve a specific task or problem (lansiti & Lakhani, 2020).
For instance, an Al application developed to play GO cannot also edit text.
Thus, an organization striving to become Al-driven will not develop one Al
application to solve all problems but instead set up many applications where
each performs a single task in a network of other Al applications (Iansiti &
Lakhani, 2020). Development depends on data access, where the output
from existing Al applications can be used for improving or developing other
Al applications (Iansiti & Lakhani, 2020). As such, integrating Al applica-
tions may create opportunities for new applications that also demand chan-
ges to existing tasks and processes. Third, Al has an inherent, built-in dyna-
mic, as it can continuously learn from new data. Compared to traditional I'T
software, which only changes when a software update is introduced, Al can
alter its output based on new data. One reason for wanting Al applications
to learn from new data is to improve their accuracy or generate new insights
(Gronsund & Aanestad, 2020; Iansiti & Lakhani, 2020). However, conti-
nuous learning can also deteriorate results if the data is of low quality, con-
tains faults, or is skewed (Boyd & Crawford, 2012; Danks & London, 2017;
Gronsund & Aanestad, 2020).

AD’s inherent dynamic aspect also involves its output inconsistency. Con-
tinuously learning from data, Al does not necessarily display consistency in
its output, which may generate surprising results (Metz, 2016). For example,
during a GO match between Google’s DeepMind Al, AlphaGO, and the
renowned GO player Lee Sedol, the Al system surprised the entire GO com-
munity by making a move that had never been seen before. At first, the move
was perceived as a mistake, but it proved an accurate calculation as AlphaGO
went on to win the match (Metz, 2016). Such surprising output can generate
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uncertainties since assessing accuracy can be challenging (European Society
of Radiology, 2019). For instance, going back to the example of predictive
policing, by proactively sending out police officers to an area where a crime
is expected to be committed, police presence alone may prevent a crime.
However, the only evidence that the presence of police officers prevented
the crime is its absence, which is the same outcome as no crime being expec-
ted in the first place. Furthermore, turning to Al and expecting it to explain
or share its reasoning can prove challenging. Some Als are black-boxed due
to their complex internal logic (Castelvecchi, 2016; Rudin, 2019) or hidden
as intellectual property (O’Neil, 2016).

Transforming work

As Al becomes more common in organizations, scholarly interest in how Al
will transform work and organizations has increased (Berente et al., 2021;
Faraj et al., 2022; von Krogh, 2018). Where some scholars explore whether
Al will automate work tasks (Frey & Osborne, 2017) or augment employees
at work (Rai et al., 2019; Raisch & Krakowski, 2020), others have focused on
how Al will alter employees’ jobs and tasks (Faraj et al., 2022; von Krogh,
2018). For instance, Al professionals can begin to handle a task previously
performed by another professional (Faraj et al., 2018; Galperin, 2017). That
technology can allow tasks to shift is nothing new. For instance, as the fun-
ctionality of the gastrointestinal endoscopy evolved, it allowed gastroentero-
logists to treat pathologies, a task previously exclusive to surgeons (Zetka,
2001). However, with Al, non-professionals can now petform the task of
knowledge workers. For instance, seasonal tax preparers can use an expert
system to perform the work of accountants (Galperin, 2017).

Another string of research has explored the adverse effects of integrating
Al in organizations, such as employers’ increased control over employees
(Faraj et al., 2022; Kellogg et al., 2020) and the negative implications of using
Al for people analytics, such as performance evaluation and personal deve-
lopment (Giermindl et al., 2022). One example of an adverse effect is how
employees start to perceive their abilities as inferior to Al and accept the
authority of the Al or the roles that represent it (Introna, 2016; Waardenburg
et al, 2022). For instance, after introducing Turnitin’s text-matching
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algorithm, which detects plagiarism in academic writing, tutors began ques-
tioning their own expertise. Having access to the service, they began to sub-
mit all student work to the service, which they perceived as more objective
and better at detecting plagiarism (Introna, 2016). Introducing Al to aid pro-
fessionals can also result in resistance (Brayne & Christin, 2021; Kellogg et
al., 2020). For instance, in a study of web journalists and legal professionals
being presented with Al to aid their work, both groups resisted the impacts
of Al by developing buffering strategies, such as foot-dragging (Christin,
2017).

As Al needs to be part of work processes, building relevant Al applica-
tions demands the involvement of both domain and technical data science
expertise (Fountaine et al., 2019; Gronsund & Aanestad, 2020; Pachidi et al.,
2021). Domain experts are vital because they are the ones that know the bu-
siness processes and desired goals and outcomes. For instance, during the
development of an Al application to support an organization’s hiring process
of job candidates, the developers had to include the domain experts and their
knowledge in selecting data, understanding the hiring process, and ensuring
that the Al application realized the vision of the workforce (van den Broek
et al., 2021).

Trust in Al

Employee trust in Al is perceived as critical to successfully integrating Al in
organizations (Candelon et al., 2021; Fountaine et al., 2019; Glikson &
Woolley, 2020). Trust is commonly defined as “a psychological state compri-
sing the intention to accept vulnerability based upon positive expectations of
the intentions or behavior of another” (Rousseau et al., 1998, p. 395). Trust
relations mainly involve two roles: the trustor, a trusting party, and the trust
referent, the trusted party, also referred to as a trustee. Critical to trust is that
the trustor must have positive expectations, held in the presence of risk or
uncertainty, calling for the trustor to accept vulnerability (Fulmer & Gelfand,
2012). In terms of trust in Al, these roles are often held by a human trustor
and a single Al as trust referent (Glikson & Woolley, 2020; Hoff & Bashir,
2015; Lockey et al., 2021). Furthermore, research has revealed that trust in
Al often depends on Al-specific capabilities, such as its transparency and
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reliability, as well as the level of task characteristics (Glikson & Woolley,
2020; Lockey et al., 2021).

Transparency is crucial to trust in Al, which refers to users receiving in-
formation regarding the AI’s inner logic (Glikson & Woolley, 2020; Hoff &
Bashir, 2015). However, more advanced Al can suffer from Al being black-
boxed and incapable of explaining itself, and even a data scientist can have
difficulties revealing how the Al came to its conclusion (Castelvecchi, 2016).
Two recent literature reviews highlight the importance of Al transparency
for building trust in Al (Glikson & Woolley, 2020; Lockey et al., 2021). Both
reviews emphasize the need to explain the AI’s choices and reasoning for
users to develop trust in the Al. For instance, communication regarding the
AD’s rationality can improve the calibration of users’ expectations of Al
(Glikson & Woolley, 2020). However, the downside of explanations is that
they can lead to over-trust and can manipulate the user into assigning trust
in the Al when trust is not warranted (Lockey et al., 2021). Nevertheless,
research also shows that people may be willing to rely on Al even if it is
black-boxed (Logg et al., 2019). Thus, the impact of transparency on trust
for Al remains uncleat.

Reliability refers to Al exhibiting consistent and expected behavior over
time (Glikson & Woolley, 2020; Hoff & Bashir, 2015; Lockey et al., 2021;
Lumineau et al., 2022). Important to notice is that the AI’s actual reliability
is not enough to warrant the user’s trust; research shows that the users must
also perceive it to be reliable (Lockey et al.,, 2021). Nevertheless, assessing
AD’s reliability can be challenging, as Al depends on data and can continue
to learn and improve or detetiorate its accuracy over time, as mentioned eat-
lier.

Research also reveals that trust depends on the task the Al is developed
to perform, referred to as task characteristics or task substitution, including
augmentation and automation (Glikson & Woolley, 2020; Hoff & Bashir,
2015; Lockey et al., 2021). Depending on the task, a trustor can have different
preferences for human or Al actors. For example, research found that Al
fairness and trustworthiness were attributed to Al being objective (Lee,
2018). However, when it came to tasks demanding human skills (e.g., subjec-
tivity and emotional capabilities), such as making decisions on hiring or eval-
uating work performance, Al was perceived as less trustworthy (Lee, 2018).
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Trust also depends on the level of autonomy the Al is given, whether it is
entrusted to perform a task without human supervision, or whether there is
a “human-in-the-loop” (Lockey et al., 2021). For instance, having a doctor-
in-the-loop for Al in health recommendation systems can improve ac-
ceptance (Calero Valdez et al., 20106).

Distrust in Al

Distrust is a separate construct from trust, where low trust is non-equivalent
to distrust (Dimoka, 2010; Lewicki et al., 1998; Saunders et al., 2014). Dis-
trust is defined as a “confident negative expectation regarding another’s con-
duct” (Lewicki et al., 1998, p. 439), where the trustor (or distrustor) is unwill-
ing to succumb to vulnerability (Bijlsma-Frankema et al., 2015; Lewicki et al.,
1998). To the best of my knowledge, distrust in Al is a relatively unexplored
phenomenon. However, research has demonstrated how users can reject Al
or develop algorithmic aversion (e.g., Christin, 2017; Dietvorst et al., 2015),
which is similar to distrust, whereby a trustor is unwilling to succumb to the
vulnerability of the trust referent. Rejection can occur when Al capabilities
are not met. For instance, the lack of transparency can result in users at-
tempting to resist or game the AI (M6hlmann & Zalmanson, 2017). In terms
of reliability, an Al erring can result in algorithmic aversion, where a user
prefers human aid over Al (Dietvorst et al., 2015). Overcoming trust break-
downs can require trust repair, such as explaining what went wrong (Dzin-
dolet et al., 2003) or normalizing reliability breakdowns (Karunakaran, 2022).
Lastly, regarding task characteristics (Glikson & Woolley, 2020), research has
revealed that domain experts are more reluctant to rely on Al output than
laymen (Hoff & Bashir, 2015; Logg et al., 2019). One reason for domain
experts’ skepticism may be that they perceive a risk of deskilling and loss of
work security because Al can perform tasks independently (Lockey et al.,
2021).
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The challenges of bias

As noted above, the perception that Al is objective (Lee, 2018) is one of the
reasons for arguing that Al is preferred for specific decision-making
(Agrawal et al., 2018). Research has shown that human decision is riddled
with subjectivity and bias regarding race, age, social class, or gender (Bertrand
& Mullainathan, 2004; Brewer & Lui, 1989; Rivera & Tilcsik, 2016). Expect-
ing humans to mitigate their biases is not necessarily possible or realistic, as
judging others, for instance, based on age and sex, can be done unconsciously
and almost instantaneously (Brewer & Lui, 1989; Ridgeway, 20006; Stangor et
al., 1992). Handling bias is necessary, as untreated bias leads to problematic
and undesirable outcomes. For example, in one study, students were asked
to rate the assisting instructors of an online course. The study revealed that
the students rated the assistants they perceived as male significantly higher
than those perceived as female, demonstrating gender bias in their evaluation
(MacNell et al., 2015). In a company, bias can have a negative impact on wage
distribution processes (Hultin & Szulkin, 1999), hiring decisions (Petit, 2007),
and evaluation of work achievements or assessments (Heilman, 2001; Mac-
Nell et al., 2015).

Understanding how bias impacts decision-making is not necessarily easy,
as biases can reinforce or counteract each other. For instance, the drawback
of one cognitive bias can trump the boost of other biases, such as gender and
social class. In a résumé audit, researchers found that higher class origin pro-
vided an advantage to male applicants in the elite labor market. In contrast,
women did not experience the same boost in the evaluation, as they faced a
competing negative stereotype of being female and less committed to full-
time, intensive careers (Rivera & Tilcsik, 2016). A further complexity is that
human decisions are inconsistent and affected by context. For instance, in a
study exploring judges’ likelihood of granting parole to prisoners, results
showed that judges were more likely to make favorable rulings at the begin-
ning of the day, or after a break, than at the end of a parole decision session
(Danziger et al., 2011).

Al is seen as favorable to overcoming human biases because it is not
plagued by human weaknesses, such as prejudice, fatigue, or hunger (Agrawal
et al., 2018; Frey & Osborne, 2017; Henke et al., 2016). However, this idea
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has somewhat fallen into distepute as a growing field of research has estab-
lished that Al can hold biases of its own (Danks & London, 2017; Ferrer et
al., 2021). Such biases can emerge when Al is trained on data that contain
existing human biases (Brayne, 2017; Danks & London, 2017). For instance,
researchers demonstrated that when doing an image search for different oc-
cupations, not only did the search results replicate the gender distribution
represented, such as displaying images of males for male-dominated occupa-
tions, but stereotypes were exaggerated. The search results also showed more
male images for male-dominated professions compared to actual work dis-
tribution (Kay et al., 2015).

These challenges have not been solved with the current development in
generative Al, such as GPT-4 and DALL-E (Maslej et al., 2023). Instead, the
issue has increased in complexity as Al creates new synthetic data, such as
Al-created humans which are fictive and lacks both gender and ethnicity
(Luccioni et al., 2023). Bias can also emerge unintentionally as part of the Al
development and selection of training data (Boyd & Crawford, 2012; Danks
& London, 2017; Faraj et al.,, 2022). For instance, in a beauty contest mar-
keted as entirely objective and with an Al judge, the result favored white
western women. The company behind the Al beauty contest argued that the
biased result may have been due to the low representation of minorities in
the training data (Levin, 2016).

Being dynamic and learning from new data, Al can develop bias over
time. One infamous example is Microsoft’s chatbot, Tay. Soon after its
launch on Twitter, Tay was targeted by a group of Twitter users, who fed it
racist and offensive slurs and taught Tay to tweet the same (Faraj et al., 2018;
Lee, 2016). Using Al for decision-making is problematic when Al biases are
left unchecked, as they can lead to unfair and unequal treatment of individu-
als (Ferrer et al., 2021; O’Neil, 2016). For instance, this can occur when Al
is used in hiring processes (Barnes, 2019) or in granting bank loans (Hale,
2021). Researchers claim that Al bias is more worrisome when Al is applied
uncritically, or there is no “human-in-the-loop” (Danks & London, 2017;
Teodorescu et al., 2021). To mitigate that Al involves a morally problematic
situation, such as males being favorably treated in job recruiting, AI must be
designed and tested carefully. However, there are both technical and aware-
ness challenges to ensuring that Al training data is bias-free (Stone et al,,
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2016). One solution to mittigate biased results can be to deliberately intro-
duce biased training data to the Al so that the Al outcome will reach the
targeted moral standard (Danks & London, 2017).



Chapter 3

Research design

This thesis contains three studies, each with a unique dataset: a multi-national
survey, a longitudinal case study, and a field experiment. This chapter ex-
plains the data collection, analysis, and choices I made regarding the research
design related to the respective datasets. I close this chapter with a reflection
on my role as an industrial Ph.D. student.

AN overview

Paper 1 is a multi-national survey with five countries spanning three conti-
nents. The study explored the status of Al development, implementation,
and use in medium-sized and large organizations. Thus, Paper 1 provides an
overview of practices and challenges related to the organizational use of AL
Paper 2 draws insights from a longitudinal case study and data collection
based on semi-structured interviews and real-time observations, as well as
supplements the collection of internal corporate documents and corporate
communications. The aim of paper 2 was to explore trust in Al within the
context of an organization striving to become Al-driven. Lastly, Paper 3 re-
veals insights from a field experiment. The experiment was conducted at a
single firm and included participants (employees) from multiple countries.
The purpose of Paper 3 was to investigate bias in idea evaluation. An over-
view of the different papers and the data collection can be seen in Table 1.
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Table 1. Overview of the data collection, empirical context, and paper status

Research item Paper 1: Getting Al Im- Paper 2: Amongst a  Paper 3: Blinded by the
plementation Right: In- Mulfitude of Algo- person? Experimental
sights on Challenges  rithms: How Distrust evidence from idea
and Solutions from a  Transfers Between So- evaluation
Global Survey cial and Technical Trust

Referents in the Al-
driven Organization

Method Multi-national survey  Case study Field experiment
Type of data Survey data Observations, tran- Experiment data
scripts, documents
Amount/length 2525 respondents 24 months + 6 months 38 fest subjects
of follow-up data
Empirical context Multiple firms, globally A single firm, Local site A single firm, globally
distributed distributed, online

Geographical spread China, Germany, India, Data collected in two Global spread of sub-
the UK, the US European countries jects, including Sweden,
the US, India, and China

Status Accepted, California  Accepted to HICSS Published, Strategic
Management Review conference Management Journal

Paper 1: The multi-national survey

Our aim for Paper 1 was to better understand the challenges organizations
encounter when implementing Al and the strategies they use to overcome
them. In the survey, we asked respondents to share information about their
organizations’ historical and current initiatives to implement Al In addition,
survey questions addressed the challenges encountered during Al implemen-
tation, strategies to overcome those challenges, and plans for investment and
hiring. The general idea and orientation for Paper 1’s investigation originated
from the case study described in Paper 2. Following the first set of interviews
in the case study, the initial insights were summarized into topics regarding
the main challenges, strategies, and general perceptions of becoming Al-
driven and used as a basis for a qualitative interview guide. The insights were
then confirmed as relevant by one of the top managers at the case study
organization and further validated by an additional 15 semi-structured inter-
views with decision-makers or experts from other organizations. These
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experts and decision-makers were either currently implementing Al or ad-
vanced analytics in their organization or responsible for supporting other or-
ganizations implementing Al (see Table 2).

Table 2. Expert interviews for Paper 1

Role Domain

Head of Research Suppliers of Al/AA technology
Senior Management Consultant Suppliers of Al/AA technology
Global Industry leader & Marketer Suppliers of Al/AA technology
Industry advisor Suppliers of Al/AA technology
CDO Finance

CDO Finance

Chief Product Owner (Data Lake) Finance

Head of Al strategy Finance

CTO IT & Technology

Head of Media & Communication IT & Technology

Strategic Product Management Telecommunication

COO Telecommunication

Head of Strategy Insurance

Node Manager Al innovation center
Founding partner Fintech

Founding director Fintech industry organization

Data collection

The findings revealed challenges and strategies in the technological, organ-
izational, and cultural domains. Based on the interviews and the domains, we
devised a questionnaire (see Appendix) targeting decision-makers in
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organizations currently implementing Al. Using panels of online business
professionals adhering to ESOMAR? quality controls, we sutveyed 2,525 de-
cision-makers with experience implementing Al in five markets: China, Ger-
many, India, the UK, and the US. The target quota of 500 decision-makers
with Al implementation experience from each country was subdivided to

survey at least 250 technical managers and 250 operational managers (see
Table 3).

Table 3. Respondent per country for Paper 1

China Germany  India UK us Total
Technical 250 259 250 257 250 1266
managers
Operational 252 252 254 251 250 1259
managers
Total 502 511 504 508 500 2525
Analysis

From the responses, we distinguished two subcategories of Al Experienced
firms and Al Newcomers based on their self-assessment. Next, using these
two groups to contrast each other, we analyzed their reported similarities and
significant differences regarding experienced challenges and strategies con-
cerning Al implementation and their plans for investment and hiring.

Paper 2: The longitudinal case study

Paper 2 studies how distrust in Al evolves during an organizational transfor-
mation to become Al-driven. To follow the development and consequences

3 European Society for Opinion and Marketing Research. Responsible for guidelines and international
standards for ethical and professional conduct for data-dtiven projects. Developed in collaboration with
network of partners, including the ICC and Global Business Research Network (GRBN).
https://esomar.org/codes-and-guidelines



CHAPTER 3 21

over time, my co-authors and I conducted a longitudinal case for 24 months,
using multiple data collection methods.

Empirical context

The case study follows a global technology firm (in the paper called Glob-
alTech) that sells and manages field equipment to business customers.
Choosing GlobalTech as a suitable case study rested on one of the firm’s
business unit’s initiatives to become Al-driven. The organizational transfor-
mation involved launching a new operating model and altering work pro-
cesses, roles, and responsibilities. It also included the introduction of a new
mindset the business unit wished employees to adopt. The new mindset com-
prised expected behaviors such as becoming ‘data-driven,” meaning that em-
ployees should use analytics to continuously learn and adapt and to move the
operational work from reactive to predictive. We were granted access to the
organization’s operation center in Europe, which allowed us to follow the
transformation up close. During our fieldwork, we followed a local data an-
alytics team whose assignment was to build analytics models for the organi-
zation, including Al.

Data Collection

We were granted access to GlobalTech’s business unit in May 2019 and be-
gan our data collection that month. Table 4 provides an overview of the pri-
mary data collected during the fieldwork (see Table 4). Our initial setup was
to conduct observations and interviews at the research site. As such, between
May 2019 and January 2020, we spent 16 days on-site and arranged interviews
and discussions on-site and in-between visits. During this time, we observed
the work of several different teams. However, almost a year after we were
granted access, the Covid-19 pandemic began to spread across Europe, and
GlobalTech issued a work-from-home policy. This new policy also termi-
nates our efforts to conduct on-site observations, with the result that all field-
work was conducted online. Fortunately for us, during our previous stays,
we had established strong connections with several key informants, making
the transition to digital fieldwork unproblematic. In April 2021, approxi-
mately two years after we began our fieldwork, the organization made a local
transformation, including splitting the data analytics team we were following.
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Therefore, this team split formed a natural end to our fieldwork. However,
we carried on our semi-structured interviews with key informants from May
to December 2021 to capture their reflections on the split and the new or-

ganizations.

Table 4. Data collection for Paper 2

Year Type of data Frequency/Amount
2019 Days spent at the operation center 13 days
Times spent on observations 9 days
Observation at GlobalTech HQ (HR workshop) 2 days
Recorded interviews and discussions 26
Documented discussion (field notes) 9
Documents collected 50
2020 Observations at the operation center 3 days
Digital observations (online meetings) 5 hours
Recorded interviews and discussions 25
Documents collected 36
2021 Recorded interviews and discussions 18
Documents collected 21 (+ 3 during 2022)
Analysis

For our analysis, we used the principles of constant comparisons in grounded
theory (Glaser & Strauss, 1967), where we followed established guidelines
for inductive concept development (Gioia et al., 2013) to ensure the rigor of
our research results. We built a data structure and coded data into first-order
concepts, second-order themes, and aggregated dimensions (Gioia et al.,
2013). As trust emerged as a central phenomenon, we continued by following
Brattstrom et al.’s (2019) identifying statements and behaviors that expressed
either positive or negative trust perceptions (Lewicki et al., 1998). We began
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to compare our themes with existing concepts from the literature, such as
trust in Al (Glikson & Woolley, 2020), trust development (Lewicki et al.,
20006), and trust transfer (Stewart, 2003), and we looked for similarities and
differences that could explain our phenomena. During this process, we no-
ticed that our case was displaying the construct of distrust (Bijlsma-Frankema
et al.,, 2015; Lewicki et al., 1998; Serensen et al., 2011) rather than trust. Fur-
ther distilling our second-order themes into four aggregated dimensions, we
revealed three distrust dynamics that shaped trustors’ views of Al during the
digital transformation.

Paper 3: The field experiment

For Paper 3, we used a field experiment to investigate bias in idea evaluation.
The primary study was conducted at our partner firm. The field experiment
showed a null result, and an additional online experiment using Prolific was
subsequently conducted.

Empirical context

We conducted the field experiment at our partner firm, inviting innovation
managers to evaluate ideas other employees had proposed through the firm’s
idea management system. The participants were recruited from the firms’
existing network of innovation managers. The network is developed to stim-
ulate innovation within the firm and is open for applications from all em-
ployees, irrespective of their position, unit, or location. The innovation man-
agers are part of what drives the innovation community, whose primary
purpose is to evaluate ideas at the first step of the idea management system.
The idea creators, who post their ideas to the idea management systems, can
be any employee within the firm. The system is open to any idea without
prescreening for quality or topic. Access to this empirical setting for con-
ducting our experiment allowed us to investigate the presence of bias in idea
evaluation within an organizational setting.

Research design

The innovation managers evaluated ideas under two conditions: blind and
non-blind evaluations. In the blind evaluation, the innovation manager
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received no information about the idea proposer. Instead, they saw “Submit-
ted by: N/A.” The innovation manager receives information about the idea
proposer in the non-blind evaluation. This information included name, or-
ganizational unit, and geographical location. We used a within-subject design
in which each innovation manager evaluated ideas under both conditions.
We collected 412 ideas from the idea management system. Most of the ideas
were categorized under four headlines: autonomous vehicles (124 ideas), de-
sign thinking (87 ideas), logistics (86 ideas), and smart manufacturing (64
ideas). All participants were asked to evaluate 48 randomly assigned ideas
from 412 available ideas. In total, 60 innovation managers were recruited; of
these, 38 completed the evaluation of all 48 ideas, and eight evaluators began
the idea evaluation but did not complete it. In addition, the participating in-
novation managers answered an exit survey following the online field exper-
iment. Findings from this survey are not presented in the paper but are in-
cluded in this thesis.

Analysis

As a first step, we conducted mean comparisons between the treatment con-
ditions where the difference was small (0.0636), and t-tests failed to reject
that blind and non-blind evaluations produce the same mean outcomes. The
distributions of overall scores exhibit no clear differences between the blind
and non-blind conditions, either in the middle or in the tails. As this null
result surprised us, we conducted an additional online experiment where we
replicated the field experiment as closely as possible and took the same steps
to analyze the data as in the field experiment. In neither design did we find
differences in the evaluation scores of ideas proposed by women or men
compared to those in the blind condition.

The position of an industrial Ph.D. student

For any researcher, pre-understanding one’s position is vital for identifying
how it influences the research (Alvesson & Sandberg, 2013). As an industrial
Ph.D. student, this includes reflecting on the two positions this role includes:
practitioner and academic student. In a sense, the position of the industrial
Ph.D. student resembles a boundary-spanning role (Aldrich & Herker, 1977;
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Levina & Vaast, 2005; Pawlowski & Robey, 2004). According to Batley
(1996), “technicians stood with one foot in the material world, and the other
in a wortld of representations” (Barley, 1996 p. 418); an industrial Ph.D. stu-
dent could be said to stand with one foot amongst the practitioners and the
other finding its foothold in academia. This dual position comes with both
advantages and challenges. I describe below how I have handled both.

Awareness

Being familiar with the organization where research is conducted lowers the
difficulty of understanding the structure and culture of that organization.
Much of what otherwise might be tacit knowledge is already known to the
Ph.D. student, such as perception of management, cultural beliefs, and gen-
eral internal language, such as abbreviations. Such knowledge is helpful in
observations and interviews. However, there is a challenge with being already
part of something, as it can blind you to certain things. I work for a multina-
tional firm that is present in over 180 countries and has over 100,000 em-
ployees. However, the units granting me access to conduct my research were
far from my own, not only geographically but also in terms of operational
work. As such, I had the advantage of exploring organizations whose struc-
ture and culture I understood but whose work tasks and processes I was still
unfamiliar with. To further mitigate missing vital information, given my
proximity to the organization, I engaged in an ongoing and transparent dialog
with my supervisors and co-authors to examine and question the collected
data.

Assumptions

Even if the organization being studied is not entirely familiar, assumptions
may still exist (Alvesson & Sandberg, 2013). As an industrial Ph.D. student
with a background amongst practitioners, assumptions regarding the indus-
try can, for instance, include the perception that a phenomenon is wholly
unique (when it is not) or that a phenomenon is common knowledge (when
it is not). It can also include assumptions regarding empirical data, such as
the prevailing corporate narrative woven into the corporate reality fabric; for
instance, what Al entails and what it means to become Al-driven. I handled
this challenge in two ways: first, by having the same transparent dialog with
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my supervisors and co-authors, as mentioned above, and second, by devel-
oping an explicit data structure, especially in the case study, where I could
compare data with the existing academic literature.

Access to data

An industrial Ph.D. student can enjoy the advantage of having access to data.
For my part, not only has my employment granted me access to organiza-
tions to study and informants to interview, but it has also enabled me to
create additional datasets, such as the multi-national survey for Paper 1.

Expectations

Lastly, a challenge worth mentioning as an industrial Ph.D. student is the
constant need to juggle interests and expectations from both academia and
one’s employer. Being part of two organizations can result in conflicting
ideas regarding what should be done. For instance, there may be conflicting
ideas on what research questions are interesting to pursue or different ideas
about reasonable time plans. I handled this by being as transparent as possi-
ble and by translating the different needs of both sides.



Chapter 4

Overview of papers

In this chapter, I provide an overview of the three papers included in my
thesis. I present the abstract from each paper and elaborate on these papers’
main findings. In addition, I also include additional data from studies con-
ducted for Paper 1 and Paper 3 that were not included in the papers but
which I found relevant to the overall research question for this thesis. I first
present Paper 1, which is an overview of the practices and challenges related
to the organizational implementation of Al, thus providing a back-drop for
subsequent papers, particularly Paper 2. Paper 2 discusses the formation of
distrust in Al while integrating Al into the organization. Lastly, Paper 3 ex-
plores biases in idea evaluation. Its null finding is essential to the discussion
on mitigating Al bias. Furthermore, I include data from the exit survey from
Paper 3, which was included for the participants in the online field experi-
ment, as a link to the discussion of Al expectations. The data are presented
in this chapter.

Paper 1: Getting Al implementation right: Insights
on challenges and solutions from a global survey

Paper 1 draws insights from a multi-national survey targeting decision-ma-
kers in organizations currently implementing Al. Below I share the main fin-
dings and contributions from the study. This also includes additional data,
where the decision-makers have answered questions about how they perceive
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AT’s transformational power. For the current status of the paper, see Table 5.
This study also resulted in an industrial report targeting practitioners as an
audience.*

Table 5. Status of Paper 1

Status of Paper 1

Full fitle Getting Al implementation right: Insights on challenges and solutions from a
global survey

Authors Rebecka C. Angstrdm, Michael Bjérn, Linus Dahlander, Magnus Mahring,
Martin W. Wallin

Journal Cadlifornia Management Review

Status Accepted

Paper 1 abstract

The promise of artificial intelligence (Al) is pervasive, yet companies experi-
ence many implementation challenges. We surveyed 2,525 decision-makers
with Al experience in China, Germany, India, the UK and the US and inter-
viewed 16 Al implementation experts to understand the challenges compa-
nies face when implementing Al. Our study covers technological, organiza-
tional, and cultural factors and identifies key challenges and solutions for Al
implementation. We develop a diagnostic framework to help executives nav-
igate Al challenges as companies gain momentum, manage organization-
wide complexities, and curate a network of partners, algorithms, and data
sources to create value through Al

Findings

The aim of Paper 1 was to explore the concrete challenges and strategies that
organizations encounter and employ when implementing Al. The idea came
from findings eatly in the case study (Paper 2), which triggered our interest
in seeing how common they were. For instance, in the case study, a recurring

4 The report can be found online: https://www.eticsson.com/4ab2b3/assets/local/teports-pa-
pers/industrylab/doc/adopting-ai-report.pdf
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argument as to why the uptake of Al was so slow was that older generations
do not understand the technology. Conducting the expert interviews as a pre-
study to the multi-national survey, we picked up on the same objection from
some experts when asking about the challenges of implementing Al. Adding
this item to the survey, we saw that this was a common belief amongst espe-
cially AI newcomers.

Reviewing the results from the survey, we found that almost all organi-
zations, 91 percent, have experienced challenges in all three domains that we
explored: technology, organization, and culture. Some of the most frequently
reported technological challenges are related to data; for instance, that data
are unavailable or not structured for algorithmic use. Regarding organiza-
tional challenges, the main challenge was the lack of trained employees.
Lastly, the main cultural challenges were fears and concerns amongst em-
ployees, such as fear of job loss, expertise, and autonomy. Although per-
ceived challenges differed somewhat between the “Al Experienced” and the
“Al Newcomers,” the level of fear and worries among employees was the
same in both groups. In terms of strategies to overcome these challenges,
strategies to meet technology challenges focused on improving the usability
of Al tools were most often mentioned. This was followed by improved ac-
cess to data, enhanced quality of output from algorithms, and improved data
management. Organizational strategies focused on organizing and governing
Al innovation activities, and cultural strategies focused on skills development
and change management, getting the employees to accept the transfor-
mation.

Additional data from the survey

The decision-makers also received questions regarding how they perceive the
transformational power of Al (see Figure 1). Amongst the Al Experienced,
almost 69 percent believe there will be a constant flow of Al applications in
the company. In addition, as many as 68 percent believe that working with
Al will lead to a continuous redesign of work processes. Almost as many, 63
percent, believe that implementing Al will result in frequent organizational
changes. Among the Al Newcomers, the perception of the transformational
power of Al is not as pervasive, as just above two out of five express the
same beliefs.
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Figure 1. Expectations on Al fransformation

80%

69% 68%

70%

60%

50%

40%

3

2

10%
0%

There will be a constant flow of Working with Al/advanced  Al/advanced analytics will result
new Al/advanced analytics  analytics will lead to continuous in more frequent organizational
applications in the company redesign of work processes changes

63%

48%

45%

39%

g

g

e

m Al Experienced m Al Newcomers
(seven-point Likert scale, top 2 boxes)

Paper 2: Amongst a multitude of algorithms: How
distrust transfers between social and technical
trust referents in the Al-driven organization

Paper 2 draws insights from a longitudinal case study conducted at a firm
transforming to become Al-driven. To be consistent with Paper 2, I retain
the term ‘algorithm’ for the specific applications used in the organization.
However, the definition accords with that of Al in this paper. For the current
status of the paper, see Table 6.
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Table 6. Status of Paper 2

Status of Paper 2

Full title Amongst a multitude of algorithms: How Distrust Transfers Between Social
and Technical Trust Referents in the Al-driven Organization

Authors Rebecka C. Angstrém, Magnus Méhring, Martin W. Wallin, Eivor Oborn,
Michael Barrett

Target Journal  TBD

Status A shorter version of this paper is accepted to the Hawaii Infernational
Conference on System Science (HICSS) -57

Paper 2 abstract

Although trust has been identified as critical for successfully integrating arti-
ficial intelligence (Al) into organizations, we know little about trust in Al
within the organizational context and even less about distrust. In this paper,
we investigate how distrust in Al unfolds in the organizational setting. We
draw from a longitudinal case study in which we follow a data analytics team
assigned to develop numerous Al algorithms for an organization striving to
become Al-driven. Using the principles of grounded theory, our research
reveals that different organizational distrust dynamics shape distrust in Al
Thus, we develop three significant insights. First, we reveal that distrust in
Al is situated and involves both social and technical trust referents. Second,
we show that when a trust referent is rendered partly invisible to the trustor,
this leads to the misattribution of distrust. Lastly, we show how distrust is
transferred between social and technical trust referents. We contribute to the
growing literature on integrating Al in organizations by articulating a broader
and richer understanding of distrust in Al. We present a model of distrust
transference actuated by social and technical trust referents. We also contrib-
ute to the literature on trust, showing how Al artifacts are implicated in trust
relations within organizations.

Findings

Following an organization as it develops algorithms to aid its operational
work, we identified three distrust dynamics. In Distrust dynamic 1, we found
that operational employees develop distrust in the corporate Al strategy as
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the organization stresses Al capabilities. At the same time, the impact of Al
and its practical implications are unknown. The distrust generated challenges
for the data analytics team as they introduced their algorithms. In Distrust
dynamic 2, operational employees who engaged in developing algorithms
recognized that the data analytics team lacked domain expertise, while their
technical expertise was invisible. The unbalanced view of their expertise gen-
erated distrust in their ability to build relevant applications. Lastly, in Distrust
dynamic 3, the operational employees are unawate of the algorithms' depend-
ency on data (data quality or data access) and develop distrust towards the
algorithms when they do not fully understand the algorithms' limitations. The
distrust towards the developers and the algorithms transferred between the
two, creating a cycle of distrust. Lastly, in our case study, we noticed that
both the data analytics team and the algorithms are partly invisible to opera-
tional employees, whereas data as trust referent is entirely invisible, resulting
in misattribution of distrust.

From the case epilogue

The description of the case in Paper 2 ends with the Covid-19 pandemic.
The pandemic became an exogenous shock when the firm issued new direc-
tives forcing employees to work from home. Hence, the distrust dynamics
also evolve. Removed from the physical environment, the organization
found itself dependent on data analytics to run the operational work. Thus,
the operational teams started requesting the data analytics team to develop
algorithms, and their increased experience with these algorithms built the
employees’ trust in them. However, with expertise came new expectations
from algorithms, from addressing internal efficiency to establishing new cus-
tomer business values. As a result, there were new trust barriers to overcome
as more algorithms were being developed.

Paper 3: Blinded by the person? Experimental
evidence from idea evaluation

Paper 3 presents the findings from a field experiment conducted at a global
tech firm. Below I share the main findings and contributions from the study.
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I also share data from the exit survey that targeted the participants of the
field experiment. For the current status of the paper, see Table 7.

Table 7. Status of Paper 3

Status of Paper 3

Full title Blinded by the Person? Experimental Evidence from Idea Evaluation
Authors Linus Dahlander, Arne Thomas, Martin W. Wallin, Rebecka C. Angstrém
Journal Strategic Management Journal

Status Published

Paper 3 abstract

Seeking causal evidence on biases in idea evaluation, we conducted a field
experiment in a large multi-national company with two conditions: (a) blind
evaluation, in which managers received no proposer information, and (b)
non-blind evaluation, in which they received the proposet's name, unit, and
location. To our surprise—and in contrast to the pre-registered hypothe-
ses—we found no biases against women and proposers from different units
and locations, which blinding could ameliorate. Addressing challenges that
remained intractable in the field experiment, we conducted an online expet-
iment, which replicated the null findings. A final vignette study showed that
people overestimated the magnitude of the biases. The studies suggest that
idea evaluation can be less prone to biases than previously assumed and that
evaluators separate ideas from proposers.

Findings

Our field experiment at our partner firm generated a null finding where we
found no biases against women and proposers from different units and lo-
cations during the idea evaluation. We elaborated on four plausible reasons
for this result. a) That the findings resulted from the organizational culture
achieved at our partner firm. However, as a result, it was replicated in the
online experiment, and the null finding persisted, contradicting the absence
of bias being connected to the organization’s culture. b) Selection into the
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experiment could lead to a null finding, and people who are positively in-
clined to give women and members of the outgroup higher evaluations
would have been selected to be part of our experiment. However, the firm
identified the group of innovation managers participating in our experiment,
and there was no opportunity to select for the online experiment based on
being more lenient towards disadvantaged groups. c) Separation of idea from
person. Our null finding may have arisen because the idea takes precedence
over the person; the proposer’s identity does not evoke information critical
to idea evaluation. Even when we made the proposer’s gender more salient
in the online experiment, we found no gender differences. d) Shifting stand-
ards from evaluation to selection where there is a difference between evalu-
ation and selection. For instance, when evaluating job candidates, a female
candidate may be seen as “good for a woman.” We studied the evaluation of
early-stage ideas, which still have a long way to go before eventual selection.
The evaluators did not make the final selection and had few budget con-
straints, which may reduce biases. This could explain why our results differed
from previous work focused on selection.

Additional data from the exit survey

Paper 3 is an inquiry into human bias (or lack of bias), a field of knowledge
critical for building trustworthy Al All participants completing the experi-
ment were presented with an exit survey investigating the innovation man-
agers’ view of Al This survey reveals that most idea evaluators are confident
that they can apply the same quality standards when evaluating ideas (see
Figure 2). However, fewer have the same confidence in their colleagues. Fur-
thermore, almost 38 percent of evaluators believed that their ability to apply
the same quality standards would improve with the help of AL Forty-three
percent also believed that their colleagues’ abilities would improve by being
helped by Al
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Figure 2. Al and quality standards in idea evaluation
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Chapter 5

Key findings and theoretical
implications

As organizations strive to become Al-driven, we will all need to learn how
to dance with the machine. What makes this dance different from previous
technology integrations is the dynamics that Al embodies, which catalyzes
transformative changes in the organization. These dynamics demand that we
become even more flexible and ready to adapt to the alteration of our work.
However, if the dynamics are pootly understood, the result can be distrust,
resistance, and an unwillingness to engage in this dance. In the following
discussion, I summarize the key findings from my research and their impli-
cations for future research.

Summary of key findings

Al is advancing its position in organizations, performing tasks previously ex-
clusive to humans. Following this development, scholars have explored how
the introduction of Al will alter work for decision-making, expertise, and
identity, to name only a few areas (Faraj et al., 2018; Vaast & Pinson-neault,
2021; von Krogh, 2018). Scholars have also identified trust as critical for suc-
cessfully integrating Al into the organizational context (Glikson & Woolley,
2020; Leonardi et al., 2022; Lockey et al., 2021). Without establishing trust,
employees may develop strategies to resist Al integration (Brayne & Christin,
2021; Christin, 2017; Kellogg, 2020).
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What is unique about Al as stated in the introduction to this thesis, is its
embodiment of three different dynamics that drive transformational change
in organizations. First, organizations must adapt and adjust work tasks and
processes to proactively act on predictions (Agrawal et al., 2018). Second, Al
is a general-purpose technology and can be applied across organizations for
various purposes. As such, an organization wanting to become Al-driven will
likely develop numerous Al applications across the organization (Iansiti &
Lakhani, 2020). Third, Al has an inherent dynamic allowing it to learn from
data and change its output over time (Faraj et al., 2018). Taking this perspec-
tive and drawing from the three papers in my thesis, I offer three insights
below into how Al’s dynamics challenge trust and may halt Al integration.
First, becoming Al-driven is a continuous transformation where challenges
persist over time, including employee distrust towards Al Second, the con-
tinuous development of numerous Al applications results in an ongoing in-
terplay between social and technical trust referents, which can result in vi-
cious distrust cycles. Third, the lack of understanding of AI’s inherent
dynamic—continuously learning from data—can result in unrealistic expec-
tations of Al and lead to distrust.

A continuous transformation

As a general-purpose technology (Brynjolfsson & McAfee, 2017), Al can be
applied for various organizational purposes (Agrawal et al., 2018). Thus, by
becoming Al-driven, an organization is expected to develop numerous Al
applications across the organization (Iansiti & Lakhani, 2020). However, this
insight leads one to ask: When will the Al transformation be complete? Find-
ing an answer is challenging. According to the findings in Paper 1, a large
majority of ‘Al Experienced’ firms foresee a constant flow of algorithms be-
ing developed. They also foresee that introducing these algorithms will shift
work processes and trigger organizational transformations in the foreseeable
future. The ‘Al Newcomers,” on the other hand, are not as convinced that
Al will lead to such a continuous transformation in their organizations. The
difference indicates that insights into organizational impact come with expe-
rience. For instance, organizations learn from experience that obtaining ac-
cess to new data, or Al applications generating new insights, can result in
mote opportunities to develop AL
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As work processes shift, employees' work tasks become altered. It is, in
a sense, similar to what Kevin Kelly, former executive editor of WIRED
magazine, describes in his book The Inevitable as a cycle of “robot replace-
ment,” where robots or computers gradually overtake humans’ tasks and,
eventually, jobs. In the process, humans invent new things they wish to do,
which again become gradually overtaken by robots or computers as their
abilities evolve (Kelly, 2017). Research shows that organizational disruptions,
for instance, triggered by technological advancement, can result in employee
distrust in the organization (Gustafsson et al., 2021; Serensen et al., 2011).
Research also shows that Al’s impact on work is a key factor for trust in Al
(Gillespie et al., 2021) and that introducing Al into the workplace can be met
with resistance (e.g., Brayne & Christin, 2021). Thus, we know there might
be initial challenges to establishing trust when integrating Al into the organ-
izational context. However, research does not explain how trust or distrust
evolves following a continuous Al transformation. Nevertheless, Paper 1 in-
forms us that employees in both ‘Al Experienced’ and ‘Al Newcomers’ firms
experience fear of loss of jobs, expertise, and control. This similarity indicates
that the challenge of establishing trust persists over time. Rather than de-
creasing as organizations continue to develop and integrate Al, the fear of
losing jobs, expertise, and control continues to challenge these firms.

This insight also points to the importance of conducting longitudinal
studies of trust in Al especially as research exploring how trust and distrust
in Al develops over time is scarce and often focuses on a single Al applica-
tion (Glikson & Woolley, 2020).

Continuous development enables distrust cycles

Beyond the impact of work, scholars studying trust in Al point out that spe-
cific capabilities, such as reliability, transparency, and task characteristics, are
vital for establishing trust in Al (Glikson & Woolley, 2020; Lockey et al.,
2021). At the same time, failure to demonstrate these capabilities can lead to
resistance. For instance, research has shown that perceiving the Al to err can
lead to algorithmic aversion (Dietvorst et al., 2015), and the lack of transpar-
ency can result in users attempting to resist, or game, the application (M6h-
Imann & Zalmanson, 2017). However, few scholars, if any, have explored
trust or distrust towards Al within organizations that develop numerous Al
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applications or, as previously stated, are undergoing a continuous Al trans-
formation. Furthermore, only a few (e.g., Chawla, 2020; Leonardi et al., 2022;
Lumineau et al., 2022) have focused on relations beyond the individual rela-
tionship between human trustor and the single Al trust referent (Jacovi et al.,
2021; Lockey et al., 2021). This is, however, the phenomenon my co-authors
and I explore in Paper 2. We show that as the organization develops numer-
ous Al applications, social and technical trust referents are continuously in-
volved in developing and integrating the Al applications into the organiza-
tional context. We also show that distrust transfers between these social and
technical trust referents, resulting in the emergence of pervasive distrust cy-
cles (Bijlsma-Frankema et al., 2015). In other words, the experience of devel-
oping and integrating one Al application influences the employee’s percep-
tion of Al developers’ ability to build further Al applications. If the
experience is bad, distrust towards the developers emerges, which transfers
to the Al applications they develop. Likewise, the experience of an Al appli-
cation breaking down builds distrust in the application, which transfers to
the developers and their future work. Thus, developing Al applications is a
socio-technical (Mumford, 2006) process that does not occur in isolation.
Instead, the experience of developing and integrating numerous Al applica-
tions reproduces distrust that influences future applications. As such, the sec-
ond Al dynamic, stimulating the development and integration of numerous
Al applications (Agrawal et al., 2018; Iansiti & Lakhani, 2020), can lead to
continuous distrust formation. This is an essential insight for any scholar
wishing to explore trust in Al, as it exposes the need to include context and
study the phenomenon over time. One interesting path to explore would be
to see if trust, like distrust, can be reproduced in a similar fashion.

Paper 2 also identifies that these Al-related distrust cycles are closely re-
lated to the domain and technical expertise levels. Research has shown that
technical and domain expertise is needed in Al development (Lou & Wu,
2021; van den Broek et al., 2021). However, in Paper 2, my co-authors and 1
show that as the domain experts lack technical expertise, they risk misjudging
both the developer’s ability and the Al’s ability and reliability. Misjudging the
developers and the Al can further lead to misattribution of distrust. For in-
stance, when the domain experts do not understand the technical constraints
that bind the developers, such as the need for data access to build Al
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applications, the domain experts risk blaming the developers for doing a poor
job when Al ability is hampered due to data scarcity. Misjudging the devel-
oper’s ability and the AD’s ability and reliability can further fuel distrust cycles
if the misconceptions persist over time. Thus, fostering technical expertise,
especially data and Al literacy, is vital for building trust and avoiding distrust
in Al. Moreover, understanding how domain experts develop technical ex-
pertise is an important area for further exploration, which I develop below
under “implications for future research.”

The missed inherent dynamic

Not being familiar with AI’s dependency on data requires that we learn more
about data and ourselves as humans. In Paper 3, the field experiment, two
crucial insights add to the discourse on trust in Al, especially regarding Al
reliability. The first draws on the paper’s main finding, namely the null result.
Research has proven that humans are subjective and hold prejudices and bi-
ases toward one another (Bertrand & Mullainathan, 2004; Brewer & Lui,
1989; Rivera & Tilcsik, 2016). Al is said to be objective and consistent in
helping us in decision-making (Lee, 2018). However, recent research has
demonstrated that, as Al is trained on data often based on previous decisions,
it can both inherit our human biases, incorporate them into its results, and
reinforce bias in organizations (Boyd & Crawford, 2012; Brayne & Christin,
2021; O’Neil, 2016). One way to handle this is to curate data, or provide Al
with skewed data, to balance out the existing biases (Danks & London, 2017).
However, our field experiment investigating bias in idea evaluation showed
that we may not fully understand where and how biases exist. In contrast to
our expectations, we found no proof of bias towards female idea-givers in
our two experiments. This raises the critical notion that if we are unaware of
whete and how biases influence our decisions, we cannot build tools, such
as Al to mitigate them. Our study does not deny the existence of bias
amongst human decision-makers but instead illuminates the fact that we
simply do not know enough. As such, any researchers exploring trustworthy
Al focusing on bias in data, must thoroughly investigate if and in what form
biases exist prior to studying Al’s impact.

The second insight from Paper 3 comes from the additional exit survey
that we did not include in the paper. Though the survey was only answered
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fully by 34 respondents and should be seen more as an indication of a po-
tential issue rather than a proven result, it is an important issue worth men-
tioning. Of the 34 respondents, more than one out of three (38 percent) be-
lieved Al would improve their ability to provide more consistent judgment.
Moreover, 43 percent believed Al would help their colleagues’ ability to apply
the same quality standards when evaluating ideas. In other words, they would
perceive themselves and their colleagues as more trustworthy if an Al helped
them. However, their statement exposed that a substantial share of them per-
ceived Al to provide consistency. Believing that Al provides consistency in-
dicates a risk that the awareness of Al’s inherent dynamic, being able to im-
prove or deteriorate its output over time, is low amongst non-Al-experts.
Instead, expecting Al to provide consistency reveals that Al is perceived
more like traditional I'T software. This lack of understanding of AI’s inherent
dynamic was also apparent in Paper 2, the longitudinal case study, where
domain experts witnessed an Al breakdown and blamed it on the Al instead
of recognizing that low-quality data from their organization caused the issue.
These two insights—not being fully aware of how and where bias is present
in either data or a real-life context and the lack of understanding of the in-
herent dynamic—make it challenging to accurately judge Al output and reli-
ability. Moreover, as we saw in Paper 2, this can lead to misattribution of
distrust.

To summarize the key findings, we know that the integration of Al in
organizations will be far-reaching. Numerous Al applications will be inte-
grated across organizations for various purposes (Berente et al., 2021; Faraj
etal., 2018; Rai et al., 2019). However, while organizations need to learn how
to orchestrate ensembles with human and machine workers (Recker et al.,
2023), employees need to become willing to dance with the Al. Such willing-
ness depends on trust in the dancing partner and the general understanding
of the dance. Drawing from my three papers, we see that Al dynamics con-
tribute to the formation of distrust in Al. The two first dynamics—reorgan-
izing work processes and tasks around predictions and the possibility of uti-
lizing Al across the organization—set off an endless transformation that
generates uncertainty among employees about what work may look like to-
morrow. The uncertainty results in fear of job security and loss of control,
which leads to rejection and distrust of AL AI’s inherent dynamic, being able
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to learn and adapt from data, can also lead to distrust, as having a limited
understanding of Al dependency on data creates false expectations. For in-
stance, the expectation that Al can provide consistency or not deteriorate
over time. When Al applications do not behave as expected, distrust is
misattributed to developers or the Al applications, even when the fault may
be sourced to the data or the perception of what the data contains. Further-
more, as relations between users, developers, and Al applications continue
over time, distrust can include future applications too. To further understand
how dynamics and trust and distrust evolve, we must continue building our
knowledge of Al in the organizational context and over time.

Implications for future research

How we come to co-exist with Al will be interesting to follow. I picture our
future dance as feedback loops where human employees create data, which
is used for training Al, leading to new Al output that provides the organiza-
tion with new insights, shaping the behavior of human employees, who, in
turn, create new data. In this sense, we become Al co-creators as we con-
struct new data, and Al mirrors our behavior—a dance during which we take
our first stumbling steps today. However, my thesis is not an exhaustive ex-
ploration of how this dance will evolve or how Al will influence organiza-
tions. The research in this thesis only sheds partial light on the transforma-
tional power of Al and reveals only some of the implications for trust and
distrust in Al. Nevertheless, it raises questions regarding our future relation-
ship with machines and, hopefully, some ideas for future research. Below 1
will elaborate on three ideas beyond trust and distrust that I formulated as a
Ph.D. student. I believe all three are interesting enough to investigate as part
of the perspective that introducing Al is a continuous transformation. One
of my favorite papers that I read during my Ph.D. studies is Davis’s “That’s
interesting!” (1971), where Davis uses the elegant formula “what seems to be
X is in reality non-X.” Hence, I will use that formula to describe my three
research ideas.
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It is not a data lake; it is a river delta

My first research idea is purely based on a phenomenon I uncovered during
my fieldwork for Paper 2, the longitudinal case study. During the fieldwork,
the organization faced many challenges while becoming what they described
as data-driven. One of these challenges involved the access and structuring
of data. During the fieldwork, the organization was working on setting up a
new single data repository: a data lake. A data lake is a “scalable storage and
analysis system for data of any type, retained in their native format and used
mainly by data specialists (statisticians, data scientists or analysts) for
knowledge extraction” (Sawadogo & Darmont, 2021, p. 100). The argument
for having a single repository for data, such as a data lake, is to overcome the
challenge organizations often face with data, such as data being fragmented,
incomplete, and siloed (Iansiti & Lakhani, 2020). In Paper 1, the survey data,
we saw that not having structured data was among the most common tech-
nical challenges for both Al Experienced and Newcomers.

The metaphor of a data lake evokes a vast pool where data is kept and
just waiting to be used. However, from my research into data usage in organ-
izations, I believe this metaphor is deceptive and can result in misconcep-
tions regarding Al development. As described in Paper 2, the data analytics
team needed to access data from various sources. With the introduction of a
data lake, the team believed they could access this data from a single source
rather than scouting the organization for multiple sources. The data would
be poured right into the lake. However, unstable original data sources are a
challenge a data lake cannot surmount. In one event, we witnessed how one
data source comprised daily emails with Excel files from a customer system.
The structure of these files was not formalized; instead, their content shifted
from day to day. Another example from the case study, not included in the
paper, was how data scientists accessed weather forecast data from a third-
party website. However, as the data scientist downloaded vast amounts of
data numerous times daily, the third-party site eventually blocked her ac-
count.

Hence, even if the data streams end up in a single repository, they are not
reliable or constant. We witnessed the same kind of unreliable stream flow
from the data lake. New challenges emerged as the organization finally got
the data lake in place. For instance, during this time, the organization was
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reorganized to improve the development and innovation of new Al applica-
tions. However, this reorganization was designed with roles and expertise in
mind, for instance, mixing both technical and domain expertise. The man-
agement did not consider the data or data management when designing the
new organization, resulting in data extraction from the lake becoming obfus-
cated between the different teams. As one team created a new data stream
for an Al application they developed, another could create a similar stream
for a different purpose, resulting in a confusing stream of streams, data own-
ership, and quality control.

In exploring the establishment of an Al-driven organization, the data re-
source is better compared to a river delta, where numerous data streams con-
stantly arise, colliding and drying out. This flowing data challenges the ot-
ganization’s Al development (innovation) and can become onerous in
structuring the organization. By foregrounding data, we not only cast a light
on how data shape digital innovation but also on how failing to recognize
the dynamic characteristics (flow) of data causes organizations to stumble
when organizing for innovation. Exploring this phenomenon could contrib-
ute to the IS literature, digital innovation, and digital transformation.

It is not an exogenous shock; it is a continuous tfransformation

My second idea builds on Barley’s (1986) nominal paper on the introduction
of the CT scanner that became an exogenous shock challenging the role of
and role relations in radiology departments and resulted in an alteration of
organizational structures. Following Batley, scholars have continued to ex-
plore how the introduction of technology influences occupational roles, role
relations, and work structure (e.g., Barley, 2015; Barrett et al., 2012; Beane,
2019, 2023; Beane & Orlikowski, 2015; Leonardi & Batrley, 2010). Research
has often shown that the introduction of technology has forced occupational
roles to find new ways to conduct their work and identify jurisdictional
boundaries. For instance, introducing robotic surgery altered the relationship
between surgeons and medical trainees, forcing trainees to engage in norm-
and policy-challenging practices to learn robotic surgery (Beane, 2019). Sim-
ilatly, librarians came to redefine their occupational identity due to internet
searches (Nelson & Irwin, 2014). Lastly, when gastrointestinal endoscopy
enabled the treatment of pathologies, it gave rise to a jurisdictional conflict
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between surgeons and gastroenterologists, as the latter could now perform
the activities perceived as exclusive to surgeons (Zetka, 2001). Typical of re-
search on technology and occupational roles is that introducing a technology,
or its new functionality, is treated as a single and exogenous event or shock
(Barley, 1986). This shock triggers a phase of change whereby institutional-
ized occupational roles, role relations, and work structure are reshaped and
finally settle in a new phase of stability.

However, as the introduction of Al is a continuous transformation, its
impact on role and role relations will continue to deliver both external and
internal shocks. External shocks occur when Al technology reaches break-
throughs, such as ChatGPT (Maslej et al., 2023). Internal shocks would occur
due to the dynamic aspects of Al; for instance, when an organization finds
new ways to implement Al, the development of numerous Al applications
for vast areas, and the Al inherent dynamic. Several studies describe how an
Al application, performing a task central to the overall operational work, has
changed organizational work processes (Christin, 2017; Sachs, 2020; Waar-
denburg et al., 2022). To the best of my knowledge, with only a few excep-
tions (e.g., Vaast & Pinsonneault, 2021), little research has explored how a
continuous transformation impacts roles and role relations. Nevertheless, the
continuous development of Al, including external and internal shocks, will
likely give rise to shifts, such as jurisdictional claims, that would be interesting
to follow.

It is not a loss of expertise; it is a shift in expertise

Lastly, my third research idea also builds on an empirical finding from my
first two papers and connects to the ongoing discourse on whether Al will
automate or augment employees (Frey & Osborne, 2017; Raisch &
Krakowski, 2020) and what will happen to domain expertise following Al
advances. Regarding Al and trust, research has revealed that domain experts
are more reluctant to use Al because they fear losing expertise (Hoff &
Bashir, 2015; Lockey et al., 2021; Logg et al., 2019). Previous research has
shown the retention of skills following automation; for instance, among
pilots relying on cockpit automation (Casner et al., 2014). In Paper 1, the
multi-national survey, both Al Experienced and Newcomers identified that
employees were afraid that their expertise would be ignored or made
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redundant following the introduction of Al. However, in Paper 2, the case
study, we saw that there is a need for domain experts to advance their
technical expertise in order to make accurate judgments regarding Al. Other
researchers have pointed in the same direction, showing that domain experts
may need a combination of technological skills (Lou & Wu, 2021). For
instance, art experts working with an art similarity-matching Al had to learn
how the Al model functioned to manage when the AI’s output did not align
with the expert’s expectation (Sachs, 2020).

That automation demands new expertise is nothing new. With the help
of IT, we have been digitalizing and automating tasks, tools, and processes
for some time, which has already altered domain experts’ need for new
knowledge. To make sense of the new information interface, employees must
understand work at an abstract level and be able to build a theoretical under-
standing of data (Zuboff, 1985). The question I find interesting is how do-
main expertise must evolve with continuous transformation, given that tasks
and processes may change continuously. For instance, as new Al models are
introduced, challenging existing work, holding domain knowledge, techno-
logical understanding, and cognitive skills, such as the ability for abstraction,
allows domain experts to set the direction for Al development within the
organization. Rather than remain locked into assigned tasks and processes
that may become obsolete, domain experts might assume intermediary roles
among the technology, technology experts, and the operational environment.

Furthermore, by lifting domain knowledge to a more abstract level and
increasing their knowledge of the technology, domain experts could move
more freely among different processes in the organization as they change. In
a sense, they might become experts in how to apply and manage Al in the
organization. Their role would be similar to that of a manager. However,
instead of managing employees with different domain knowledge, as the
managers do, the previous domain experts become managers of different Al
applications. This shift may protect the occupation from becoming super-
seded by the introduction of Al. Paradoxically, however, this will also make
occupations in similar operational domains more alike and interchangeable.
Although I may be taking this idea to its extreme, the shift in domain exper-
tise would be an interesting path to explore nonetheless, preferably in a field
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where we see evidence of a faster continuous transformation, such as media
(following ChatGPT) or the finance business.

Concluding remarks

Much has happened since 2015, when my colleague and I wrote about how
Al will end the screen age. Today, with the introduction of powerful gener-
ative Als such as ChatGPT, I would guess that most recognize the potential
value of Al for work and other tasks. Still, one of my takeaways from the
years spent exploring Al integration is that beyond the current Al hype, the
integration into organizations has been slower than anticipated. Indeed, in-
tegrating Al is hard work, from identifying the right uses-cases and accessing
qualitative data to finding common ground where employees (domain ex-
perts) trust the technology and accept it as part of the new Al-driven organ-
ization. Some of these challenges will be resolved as our knowledge and un-
derstanding of Al increase. This includes learning about AI’s dependency on
data and ceasing to perceive data as something abstract occurring in the back-
ground.

Nevertheless, I am sure that whatever happens next in Al will be at least
as thrilling to follow. As such, I hope to continue to explore the role of Al
and data in organizations. For you, dear reader, if you have read this far, I
congratulate you for your perseverance and hope you gained some food for
thought for your efforts.



References

Agrawal, A., Gans, J., & Goldfarb, A. (2018). Prediction machines: The simple economics
of artificial intelligence. Boston, Massachusetts: Harvard Business Review Press.

Aldrich, H., & Herker, D. (1977). Boundary spanning roles and organization structure.
Academy of Management Review, 2(2): 217-230.

Alvesson, M., & Sandberg, J. (2013). Constructing research questions: Doing interesting research.
Sage.

Baker, F. (2018). The technology that could end traffic jams. BBC Future.
https://www.bbc.com/future/article/20181212-can-artificial-intelligence-end-
traffic-jams.

Barley, S. R. (1986). Technology as an occasion for structuring: Evidence from
observations of CT scanners and the social order of radiology departments.
Administrative Science Quarterly, 31(1): 78-108.

Barley, S. R. (1996). Technicians in the workplace: Ethnographic evidence for bringing
work into organizational studies. Adwministrative Science Quarterly, 41(3): 404-441.

Batley, S. R. (2015). Why the internet makes buying a car less loathsome: ow Technologies
change role relations. Acadeny of Management Discoveries, 1(1), 5-35.

Barnes, P. (2019), November 10. Artificial Intelligence Poses New Threat to Equal
Employment Opportunity. Forbes.

Barrett, M., Oborn, E., Orlikowski, W. J., & Yates, J. (2012). Reconfiguring Boundary
Relations: Robotic Innovations in Pharmacy Work. Organization Science, 23(5), 1448—
1466.

Beane, M. (2019). Shadow Leatning: Building Robotic Sutgical Skill When Approved
Means Fail. Administrative Science Quarterly, 64(1), 87—123.

Beane, M. (2023). Resourcing a Technological Portfolio: How Fairtown Hospital
Preserved Results While Degrading Its Older Surgical Robot. Adwministrative Science
Qunarterly, 000183922311744.

Beane, M., & Orlikowski, W. J. (2015). What Difference Does a Robot Make? The
Material Enactment of Distributed Coordination. Organization Science, 26(6), 1553—
1573.

Berente, N., Gu, B., Recker, J., & Santhanam, R. (2021). Managing artificial intelligence.
MIS Qnarterly, 45(3), 1433—1450.



50 DANCING WITH THE DYNAMIC MACHINE

Bertrand, M., & Mullainathan, S. (2004). Are Emily and Greg more employable than
Lakisha and Jamal? A field experiment on labor market discrimination. Awerican
Economic Review, 94(4), 991-1013.

Bijlsma-Frankema, K., Sitkin, S. B., & Weibel, A. (2015). Distrust in the balance: The
emergence and development of intergroup distrust in a court of law. Organization
Science, 26(4), 1018-1039.

Boyd, D., & Crawford, K. (2012). Critical questions for big data: Provocations for a
cultural, technological, and scholatly phenomenon. Information, Communication &
Society, 15(5), 662—679.

Brattstrom, A., Faems, D., & Mihring, M. (2019). From trust convergence to trust
divergence: Trust development in conflictual interorganizational relationships.
Onrganization Studies, 40(11), 1685-1711.

Brayne, S. (2017). Big data surveillance: The case of policing. Awserican Sociological Review,
82(5), 977-1008.

Brayne, S., & Christin, A. (2021). Technologies of crime prediction: The reception of
algorithms in policing and criminal courts. Social Problems, 68(3), 608—624.

Brewer, M. B., & Lui, L. N. (1989). The primacy of age and sex in the structure of person
categories. Social Cognition, 7(3), 262-274.

Brynjolfsson, E., & McAfee, A. (2017), July 21. The business of artificial intelligence:
What it can—and cannot—do for your organization. Harvard Business Review.
https:/ /hbt.org/cover-story/2017/07 / the-business-of-artifical-intelligence.

Brynjolfsson, E., & Mitchell, T. (2017). What can machine learning do? Workforce
implications. Science, 358(6370), 1530—1534.

Calero Valdez, A., Ziefle, M., Verbert, K., Felfernig, A., & Holzinger, A. (2010).
Recommender systems for health informatics: State-of-the-art and future
perspectives. In A. Holzinger (Ed.), Machine learning for health informatics, vol. 9605 (pp.
391-414). Cham: Springer International.

Candelon, F., Charme di Carlo, R., & Mills, S. D. (2021, October 7). Al-at-scale hinges
on gaining a  “social  license.”  MIT  Slan  Management  Review.
https://sloanreview.mit.edu/article/ai-at-scale-hinges-on-gaining-a-social-license/.

Catlson, M. (2015). The robotic reporter: Automated journalism and the redefinition of
labor, compositional forms, and journalistic authority. Digital Journalism, 3(3), 416—
431.

Casner, S. M., Geven, R. W., Recker, M. P., & Schooler, J. W. (2014). The retention of
manual flying skills in the automated cockpit: Human factors. The Journal of the Human
Factors and Ergonomics Society, 56(8), 1506-1516.

Castelvecchi, D. (2016). Can we open the black box of AI? Nature, 538(7623), 20-23.

Chawla, C. (2020). Trust in blockchains: Algorithmic and organizational. Journal of Business
Venturing Insights, 14, ¢00203.

Christin, A. (2017). Algorithms in practice: Comparing web journalism and criminal
justice. Big Data & Society, 4(2), 205395171771885.



REFERENCES 51

Crawford, K. (2021). Atlas of AI: Power, politics, and the planetary costs of artificial intelligence.
Yale University Press.

Danks, D., & London, A. J. (2017). Algorithmic bias in autonomous systems, 4691-4697.
Presented at the International Joint Conferences on Artificial Intelligence (IJCAI).

Danziger, S., Levav, J., & Avnaim-Pesso, L. (2011). Extraneous factors in judicial
decisions. Proceedings of the National Academy of Sciences, 108(17), 6889—-6892.

Davies, A. (2018). The WIRED guide to self-driving cars. Wired Magazine.
https://www.wired.com/story/guide-self-driving-cars/.

Davis, M. S. (1971). That’s interesting! Towards a phenomenology of sociology and a
sociology of phenomenology. Philosophy of the Social Sciences, 1(2), 309-344.

Dietvorst, B. J., Simmons, J. P., & Massey, C. (2015). Algorithm aversion: People
erroneously avoid algorithms after seeing them err. Journal of Experimental Psychology,
144(1), 114-126.

Dimoka. (2010). What does the brain tell us about trust and distrust? Evidence from a
functional neuroimaging study. MIS Quarterly, 34(2), 373-396.

Dzindolet, M. T., Peterson, S. A., Pomranky, R. A., Pierce, L. G., & Beck, H. P. (2003).
The role of trust in automation reliance. International Journal of Human-Computer Studies,
58(6), 697-718.

European Society of Radiology. (2019). What the radiologist should know about artificial
intelligence — an ESR white paper. Insights into Imaging, 10(1), article number: 44.
Faraj, S., Pachidi, S., & Sayegh, K. (2018). Working and organizing in the age of the

learning algorithm. Information and Organization, 28(1), 62—70.

Faraj, S., Renno, W., & Bhardwaj, A. (2022). Al and uncertainty in organizing. In M. A.
Griffin & G. Grote (Eds.), The Oxford handbook of uncertainty management in work
organizations (1st ed.), C4.81-C4.515. Oxford University Press.

Ferrer, X., Nuenen, T. van, Such, J. M., Cote, M., & Criado, N. (2021). Bias and
discrimination in Al: A cross-disciplinary perspective. IEEE Technology and Society
Magazine, 40(2), 72-80.

Fleming, P. (2019). Robots and organization studies: Why robots might not want to steal
your job. Organization Studies, 40(1), 23-38.

Fountaine, T., McCarthy, B., & Saleh, T. (2019). Building the Al-powered organization.
Harvard Business Review, 97(4), 62—73.

Frey, C. B., & Osborne, M. A. (2017). The future of employment: How susceptible are
jobs to computetisation? Technological Forecasting and Social Change, 114, 254-280.
Fulmer, C. A., & Gelfand, M. J. (2012). At what level (and in whom) we trust: Trust across

multiple organizational levels. Journal of Management, 38(4), 1167-1230.

Galperin, R. V. 2017. Mass-production of professional services and pseudo-professional
identity in tax preparation work. Acadeny of Management Discoveries, 3(2), 208—229.
Giermindl, L. M., Strich, F., Christ, O., Leicht-Deobald, U., & Redzepi, A. (2022). The

dark sides of people analytics: Reviewing the perils for organisations and employees.

European Journal of Information Systems, 31(3), 410—435.



52 DANCING WITH THE DYNAMIC MACHINE

Gillespie, N., Lockey, S., & Curtis, C. (2021). Trust in artificial Intelligence: A five country
study. Brisbane, Australia: The University of Queensland and KPMG.
https://doi.org/10.14264/e34bfa3.

Gioia, D. A., Cotley, K. G., & Hamilton, A. L. (2013). Secking qualitative rigor in
inductive research: Notes on the Gioia Methodology. Organizational Research Methods,
16(1), 15-31.

Glaser, B. G., & Strauss, A. L. (1967). The discovery of grounded theory: Strategies for
qualitative research. Aldine.

Glikson, E., & Woolley, A. W. (2020). Human trust in artificial intelligence: Review of
empirical research. Academy of Management Annals, 14(2), 627-660.

GPT-3. (2020, August 10). A robot wrote this entire article. Are you scared yet, human?
The Guardian. https:/ /www.theguardian.com/commentisfree/2020/sep/08/robot-
wrote-this-article-gpt-3

Gronsund, T., & Aanestad, M. (2020). Augmenting the algorithm: Emerging human-in-
the-loop work configurations. The Journal of Strategic Information Systems, 29(2), 101614.

Gustafsson, S., Gillespie, N., Searle, R., Hope Hailey, V., & Dietz, G. (2021). Preserving
organizational trust during disruption. Organization Studies, 42(9), 1409-1433.

Hale, K. (2021, September 2). A.L bias caused 80% of black mortgage applicants to be
denied.  Forbes.  https://www.forbes.com/sites/korihale/2021/09/02/ai-bias-
caused-80-of-black-mortgage-applicants-to-be-denied /?sh=26694b3a36fe.

Heilman, M. E. (2001). Description and prescription: How gender stereotypes prevent
women’s ascent up the organizational ladder. Journal of Social Issues, 57(4), 657—674.

Henke, N., Bughin, J., Chui, M., Manyika, J., Saleh, T., et al. (20106). The age of analytics:
Competing in a data-driven world. McKinsey Global Institute.

Hoff, K. A., & Bashir, M. (2015). Trust in automation: Integrating empirical evidence on
factors that influence trust. Human factors: The Journal of the Human Factors and
Ergonomics Society, 57(3), 407-434.

Hultin, M., & Szulkin, R. (1999). Wages and unequal access to organizational power: An
empirical test of gender discrimination. Adwministrative Science Quarterly, 44(3), 453—72.

Tansiti, M., & Lakhani, K. R. (2020). Competing in the age of Al: Strategy and leadership
when algorithms and networks run the world. Harvard Business Review Press.

Introna, L. D. (20106). Algorithms, governance, and governmentality: On governing
academic writing. Science, Technology, & Human 1V alues, 41(1), 17-49.

Jacovi, A., Marasovi¢, A., Miller, T., & Goldberg, Y. 2(021). Formalizing trust in artificial
intelligence: Prerequisites, causes and goals of human trust in AL Proceedings of the 2021
ACM Conference on Fairness, Acconntability, and Transparency, 624—635.

Karunakaran, A. (2022). In cloud we trust? Co-opting occupational gatekeepers to
produce normalized trust in platform-mediated interorganizational relationships.
Onganization Science, 33(3), 1188—1211.



REFERENCES 53

Kay, M., Matuszek, C., & Munson, S. A. (2015). Unequal representation and gender
stereotypes in image search results for occupations. Proceedings of the 33rd Annual ACM
Conference on Human Factors in Computing Systems, 3819-3828.

Kellogg, K. C., Valentine, M. A., & Christin, A. (2020). Algorithms at work: The new
contested terrain of control. Academy of Management Annals, 14(1), 366—410.

Kelly, K. (2017). The inevitable: Understanding the 12 technological forces that will shape our future.
Penguin.

Lee, M. K. (2018). Understanding perception of algorithmic decisions: Fairness, trust, and
emotion in response to algorithmic management. Bjg Data & Society, 5(1),
205395171875668.

Lee, P. (2016, May 206). Official Microsoft Blog. Learning from Tay’s introduction.
https://blogs.microsoft.com/blog/2016/03/25/learning-tays-introduction/.

Leonardi, P. M., & Barley, S. R. (2010). What’s Under Construction Here? Social Action,
Materiality, and Power in Constructivist Studies of Technology and Organizing.
Academy of Management Annals, 4(1), 1-51.

Leonardi, P. M., Barley, W. C., & Woo, D. (2022). Why should I trust your model? How
to successfully enroll digital models for innovation. Innovation, 24(1), 47-64.

Levin, S. T. (2016, September 8). A beauty contest was judged by Al and the robots
didn’t like dark skin. The Guardian.
https://www.theguardian.com/technology/2016/sep/08/artificial-intelligence-
beauty-contest-doesnt-like-black-people.

Levina, N. & Vaast, E. (2005). The emergence of boundary spanning competence in
practice: Implications for implementation and use of information systems. MIS

Qunarterly, 29(2), 335-363.

Lewicki, R. J., McAllister, D. J., & Bies, R. J. (1998). Trust and distrust: New relationships
and realities. Academy of Management Review, 23(3), 438—458.

Lewicki, R. J., Tomlinson, E. C., & Gillespie, N. (2006). Models of interpersonal trust
development: Theoretical approaches, empirical evidence, and future directions.
Journal of Management, 32(6), 991-1022.

Lockey, S., Gillespie, N., Holm, D., & Asadi Someh, I. (2021). A review of trust in artificial
intelligence: Challenges, vulnerabilities and future directions. Proceedings of the 54th
Hawaii International Conference on System Science.

Logg, J. M., Minson, J. A., & Moore, D. A. (2019). Algorithm appreciation: People prefer
algorithmic to human judgment. Organizational Behavior and Human Decision Processes,
151, 90-103.

Lou, B.,, & Wu, L. (2021). AI on drugs: Can artificial intelligence accelerate drug
development? Evidence from a large-scale examination of bio-pharma firms. MILS
Qunarterly, 45(3), 1451-1482.

Luccioni, A. S., Akiki, C., Mitchell, M., & Jernite, Y. (2023). Stable bias: Analyzing societal
representations in diffusion models. https://doi.org/10.48550/ ARXIV.2303.11408.



54 DANCING WITH THE DYNAMIC MACHINE

Lumineau, F., Schilke, O., & Wang, W. (2022). Organizational trust in the age of the
fourth industrial revolution: Shifts in the form, production, and targets of trust.
Journal of Management Inquiry, forthcoming.

MacNell, L., Driscoll, A., & Hunt, A. N. (2015). What’s in a name: Exposing gender bias
in student ratings of teaching. Innovative Higher Education, 40(4), 291-303.

Maslej, N., Fattorini, L., Brynjolfsson, E., Etchemendy, J., Ligett, K., et al. (2023). The AI
Indexc 2023 Annual Report. Stanford University.

McCorduck, P. (2004). Machines who think: Personal inquiry into the history and prospects of
artificial intelligence (2nd ed.). A. K. Peters.

Metz, C. (2016), March 14. How Google’s Al viewed the move no human could
understand. Wired Magazine. https:/ /www.wired.com/2016/03/googles-ai-viewed-
move-no-human-understand/.

Mumford, E. (2006). The story of socio-technical design: Reflections on its successes,
failures and potential. Information Systems Journal, 16(4), 317-342.

Myers, M. D. (1995). Dialectical hermeneutics: a theoretical framework for the
implementation of information systems. Information systems journal, 5(1), 51-70.

Mohlmann, M., & Zalmanson, L. (2017). Hand on the wheel: Navigating algorithmic
managment and Uber drivers’, In autonomy, Presented at the Thirty-Eighth
International Conference on Information Systems, South Korea (10-13)

Nelson, A. J., & Irwin, J. (2014). “Defining What We Do—All Over Again”: Occupational
Identity, Technological Change, and the Librarian/Internet-Search Relationship.
Academy of Management Journal, 57(3), 892—928.

OECD. (n.d.). Recommendation of the Council on Artificial Intelligence. OECD.
https://legalinstruments.oecd.otg/en/instruments/ OECD-LEGAL-0449.

O’Neil, C. (2016). Weapons of math destruction: How big data increases inequality and threatens
democracy (1st ed.). Crown.

Pachidi, S., Berends, H., Faraj, S., & Huysman, M. (2021). Make Way for the Algorithms:
Symbolic Actions and Change in a Regime of Knowing. Organization Science, 32(1),
18-41.

Pawlowski, S. D. & Robey, D. (2004). Bridging user organizations: Knowledge brokering
and the work of information technology professionals. MLS Quarterly, 28(4), 645-672.

Petit, P. (2007). The effects of age and family constraints on gender hiring discrimination:
A field experiment in the French financial sector. Labour Economics, 14(3), 371-391.

Rai, A., Constantinides, P., & Sarker, S. (2019). Next-generation digital platforms:
Towards human Al hybrids. MLS Quarterly, 43(1), iii—ix.

Raisch, S., & Krakowski, S. (2021). Artificial intelligence and management: The
automation-augmentation paradox. Acadenry of Management Review, 46(1), 192-210.
Recker, J., Von Briel, F., Yoo, Y., Nagaraj, V., & McManus, M. (2023). Orchestrating
Human-Machine Designer Ensembles during Product Innovation. California

Management Review, 65(3), 27—47.



REFERENCES 55

Ridgeway, C. (2000). Gender as an organizing force in social relations: Implications for the future of
inequality. The declining significance of gender. Russell Sage Foundation.

Rivera, L. A., & Tilcsik, A. (2016). Class advantage, commitment penalty: The gendered
effect of social class signals in an elite labor market. Awerican Sociological Review, 81(6),
1097-1131.

Rousseau, D. M., Sitkin, S. B., Burt, R. S., & Camerer, C. (1998). Not so different after
all: A cross-discipline view of trust. Academy of Management Review, 23(3), 393—404.

Rudin, C. (2019). Stop explaining black box machine learning models for high stakes
decisions and use interpretable models instead. Nature Machine Intelligence, 1(5), 206—
215.

Sachs, S. E. (2020). The algorithm at work? Explanation and repair in the enactment of
similarity in art data. Information, Communication & Society, 23(11), 1689—1705.

Saunders, M. N., Dietz, G., & Thornhill, A. (2014). Trust and distrust: Polar opposites,
or independent but co-existing? Human Relations, 67(6), 639-665.

Sawadogo, P., & Darmont, J. (2021). On data lake architectures and metadata
management. Journal of Intelligent Information Systems, 56(1), 97-120.

Shapiro, A. (2017). Reform predictive policing. Nature, 541(7638), 458—460.

Serensen, O. H., Hasle, P., & Pejtersen, J. H. (2011). Trust relations in management of
change. Scandinavian Journal of Management, 277(4), 405—417.

Stangor, C., Lynch, L., Duan, C., & Glas, B. (1992). Categorization of individuals on the
basis of multiple social features. Journal of Personality and Social Psychology, 62(2), 207—
218.

Stewart, K. J. (2003). Trust transfer on the wotld wide web. Organization Science, 14(1), 5—
17.

Stone, P., Brooks, R., Brynjolfsson, E., Calo, R., Etzioni, O., et al. (2016). Artificial
intelligence and life in 2030: One hundered year study on artifical intelligence. Report
of the 2015 study panel. Staford University. https://creativecommons.
org/licenses/by-nd/4.0/.

Teodorescu, M., Morse, L., Awwad, Y., & Kane, G. (2021). Failures of fairness in
automation require a deeper understanding of human-ML augmentation. MIS
Quarterly, 45(3), 1483-1500.

Vaast, E., & Pinsonneault, A. (2021). When digital technologies enable and threaten
occupational identity: The delicate balancing act of data scientists. MIS Quarterly,
45(3), 1087-1112.

Van de Ven, A. H. (2007). Engaged scholarship: A guide for organizational and social research.
Oxford University Press.

van den Broek, E., Sergeeva, A., & Huysman, M. (2021). When the machine meets the
expert: An ethnography of developing Al for hiring. MIS Quarterly, 45(3), 1557—1580.

von Krogh, G. (2018). Artificial intelligence in organizations: New opportunities for
phenomenon-based theorizing. Academy of Management Discoveries, 4(4), 404-409.



56 DANCING WITH THE DYNAMIC MACHINE

Waardenburg, L., Huysman, M., & Sergeeva, A. V. (2022). In the land of the blind, the
one-eyed man is king: Knowledge brokerage in the age of learning algorithms.
Organization Science, 33(1), 59-82.

Zetka, J. R. (2001). Occupational divisions of labor and their technology politics: The case
of surgical scopes and gastrointestinal medicine. Socia/ Forces, 79(4), 1495-1520.
Zuboff, S. (1985). Automate/informate: The two faces of intelligent technology.

Onganizational Dynamics, 14(2), 5-18.



Papers






Paper 1.

Getting Al implementation right:
Insights on challenges and solufions
from a global survey

Authors:
Rebecka C. Angsttém, Michael Bjérn, Linus Dahlander,
Magnus Mihring, Martin W. Wallin

Status:
Accepted for California Management Review






PAPER 1 61

Summary

While the promise of artificial intelligence (Al) is pervasive, many companies
struggle with Al implementation challenges. This article presents results from
a survey of 2,525 decision-makers with Al experience in China, Germany,
India, the United Kingdom, and the United States—as well as interviews with
16 Al implementation experts—in order to understand the challenges compa-
nies face when implementing Al. The study covers technological, organiza-
tional, and cultural factors and identifies key challenges and solutions for Al
implementation. This article develops a diagnostic framework to help execu-
tives navigate Al challenges as companies gain momentum, manage organiza-
tion-wide complexities, and curate a network of partners, algorithms, and data
sources to create value through AL

Keywords: artificial intelligence, innovation, innovation management, inno-
vation focused strategy, change management.

Infroduction

Artificial intelligence (Al) transforms how companies compete, interact, and
create value with suppliers, employees, and customers (lansiti & Lakhani,
2020; Brynjolfsson & McAfee, 2014; Haenlein & Kaplan, 2019). But the
promises of Al often stand in stark contrast with the many failing Al initia-
tives that companies experience when embarking on the quest to become
data-driven and Al savvy. We know relatively well why companies embrace
Al but less about Al implementation efforts beyond oft-repeated examples
from highly successful technology firms. To truly realize the potential of Al,
we need to build a more solid understanding of how “ordinary firms” — the
backbone of most economies — conduct and experience Al implementation.

Understanding such implementation challenges is essential, considering
how global spending on Al initiatives reached a whopping $118 billion in
2022 (IDC, 2022) and continues to accelerate while often providing meager
results (T'se et al., 2020). Even renowned tech companies struggle to get Al
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right, as evidenced by IBM’s scaling down of its famed Watson technology
and Amazon shelving its Al recruitment tool (Jeans, 2020). Behind these fa-
mous and infamous examples, recent studies show that many Al implemen-
tations are unsuccessful, with 70 percent of companies reporting a minimal
impact from Al (Ransbotham et al., 2019) and only 13 percent of data science
projects making it into production (VentureBeat, 2019).

The starting point for this paper is therefore simple: While the high-level
promises of Al are wide-ranging and partly revolutionary for how companies
operate and serve their constituents—for example, through faster and more
adaptive communication and knowledge generation, vastly improved anal-
yses and predictions, and streamlined and automated processes previously
requiring human judgment (Agrawal et al., 2018; Faraj et al., 2018) —we need
to learn much more about the “shop-floor” implementation to deliver on
these promises. In particular, we need to understand concrete challenges and
solutions that firms encounter and employ when first embarking on Al initi-
atives and whether and how these differ from when Al becomes more widely
adopted and brought to life in organizations. This means that we need to
look beyond the success stories of the likes of Facebook, Google, Tencent,
and Microsoft, which may blind us to many of the challenges most compa-
nies face.

To tackle this issue, we surveyed 2,525 decision-makers from organiza-
tions currently implementing Al in five countries: China, Germany, India,
the UK, and the US. We distilled insights from more experienced (“Al Ex-
perienced”) firms and less experienced (“Al Newcomers”) in a wide range
of industries in these global geographies. To add further insight, we con-
ducted 16 interviews with Al implementation experts (executives with exten-
sive Al implementation experience) in Sweden and the UK. Our findings are
highly relevant for any manager shouldering the task of diffusing effective
Al practices into the wider organization.
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What we do and do not know
about Al implementation

Propelled by advances in computational power, programming science, and
access to large data sets (Faraj et al., 2018; Nilsson, 1998; Waardenburg et al.,
2022), Al technologies are reaching a crucial stage of development (Faraj et
al., 2018) in areas such as machine learning, pattern recognition, computer
vision, and natural language processing (Zhang et al., 2022) to name but a
few. Al is commonly defined as “the ability of a machine to perform cogni-
tive functions that we associate with human minds, such as perceiving, rea-
soning, learning, interacting with the environment, problem-solving, deci-
sion-making, and even demonstrating creativity.” (Rai et al., 2019, p. iii). Like
other information technologies, Al will transform work by taking over tasks
previously carried out by humans, allowing humans to focus on more com-
plicated and rewarding tasks. Unlike most information technologies, how-
ever, Al can augment human judgment and blend with human activities in
entirely new ways and diverse settings (e.g., human-Al-surgery, semi-auton-
omous drones, etc.) (Faraj et al., 2018; Rai et al., 2019). Al solutions are al-
ready changing work, transforming expertise, reshaping occupational bound-
aries, and introducing new methods of control and decision-making. These
developments fuel predictions that investments in Al will continue to in-
crease and that productivity increases will subsequently follow (Brynjolfsson
et al.,, 2019).

According to scholars and thought leaders, however, firms need to re-
think how they organize and operate in order to reap these benefits from Al
For example, firms must change their operating model from one in which
they deliver a specific product, service, or solution to one in which they de-
sign a “software-automated, algorithm-driven digital ‘organization™ (lansiti
& Lakhani, 2020). Work practices must be re-engineered in this transfor-

2

mation as workflows are broken down into smaller tasks corresponding to
individual Al algorithms’ relatively limited capabilities (Agrawal et al., 2018;
Kolbjornsrud et al., 2017; Ross, 2018). Firms will also need to put in place
new roles (Al-business translator, data scientist) and invest in setting up new
units, such as “Al factories” with data pipelines, algorithm development,
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experimentation platforms, and related software architectures (lansiti &
Lakhani, 2020; Vaast & Pinsonneault, 2021).

In this new landscape, where Al as a rapidly evolving general-purpose
technology will continue to find new application areas, managers are likely to
become less decision-makers and more curators of portfolios of algorithms
and data flows, and employees that possess both Al and domain-specific
skills will be particularly sought-after (Iansiti & Lakhani, 2020; Lou & Wu,
2021; Shrestha et al., 2019). In parallel, concerns regarding the liability, trust-
worthiness, and ethical usage of Al algorithms, including risks for privacy
violations through Al and data, are being raised (Berente et al., 2021; Craw-
ford, 2021; European Union Agency for Fundamental Rights., 2020; lansiti
& Lakhani, 2020; Rai et al., 2019), alongside proposals for regulations to ad-
dress how and where Al should be implemented (Burt, 2021).

The many distinct characteristics of Al technologies make it essential to
consider the Al implementation challenge as different from implementing
established information technologies, such as ERP systems, CRM systems,
HR systems, and productivity and communication software. These are typi-
cally stable and well-integrated software products with highly controlled (and
relatively infrequent) release schedules and with high reliability and predicta-
bility in their functionality. This contrasts the often granular, dynamic, tenta-
tive, and incomplete functioning of combinations of Al algorithms, which
exhibit much greater volatility in evolution and use. Indeed, the potential,
use, consequences, and expertise needed for Al are quite different from tra-
ditional I'T, and it thus becomes essential to understand how Al can be im-
plemented. That is, we must figure out how to design, configure, and deploy
Al technologies and adapt organizational structures and routines to realize
the technology’s potential while accommodating different demands (Aanes-
tad & Jensen, 20106; Asatiani et al., 2021; Avgerou & Bonina, 2020). However,
literature on Al implementation in organizations is scarce. A few studies have
highlighted the importance of Al-relevant competencies (e.g., data scientists
with deployment-oriented skills or domain experts that can make productive
use of data) (Davenport & Malone, 2021; Ross, 2018) and stressed risks aris-
ing from the under-performance of Al technologies (Strohm et al., 2020) and
the lacking availability and quality of data (Cabitza et al., 2020). While these
and other studies highlight the usefulness of attending to technological, as
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well as organizational and cultural (people) challenges (Benbya et al., 2020,
2021), much remains to explore to provide actionable knowledge for man-
agers charged with leading Al implementation initiatives. We thus set out to
survey a large sample of firms to discover specific challenges and solutions
associated with Al implementation.

Data and research design

We combined expert interviews with a survey of white-collar decision-makers.
As a first step, we conducted 16 in-depth interviews with Al implementation
experts in Sweden and the UK in sectors such as IT, telecommunications,
banking and finance, insurance, fintech, and the public sector. The experts
represented different roles, such as Chief Technology Officers (CTOs), Chief
Digital Officers (CDOs), government experts, and suppliers of Al and plat-
forms, all with extensive expetience in implementing Al. The interviews re-
vealed that implementing Al is a complex and laborious process. They con-
firmed the relevance of capturing challenges not only around the technology
but also including a broad spectrum of organizational and cultural issues.
Based on these insights, we developed an online survey to probe into the chal-
lenges of Al implementation® in the three distinct domains: technological, ot-
ganizational, and cultural.

Next, we collected survey data from 2,525 decision-makers in China,
Germany, India, the UK, and the US with experience in implementing AL
We sampled respondents from panels of online business professionals ad-
hering to ESOMAR® quality controls. In addition, we assessed the number
of surveys taken, response patterns, number of screen-outs, and real-time
digital fingerprinting against fraudulent behaviors. We divided surveys
equally among countries to reach a target quota of 500 decision-makers with

5 In our pre-study work we found that “AI” was sometimes viewed as futuristic and almost unachiev-
able. As such, we expanded the focus of the survey to also include “advanced analytics”, a label that reso-
nated well with many experts. Specifically, we prompted survey respondents with the following statement:
“We are interested in understanding the adoption and implementation of technologies that draw on data in
order to generate new insights or to automate processes, such as Al, machine learning and advanced ana-
lytics. This includes sophisticated applications such as prediction models, data pattern recognition, digital
assistants, image analysis software, speech and face recognition systems, just to mention a few.”

¢ Buropean Society for Opinion and Marketing Research, https://esomat.org
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Al implementation expetience from each country. On a per-country basis,
quotas were further subdivided to survey at least 250 technical managers re-
sponsible for introducing Al technologies into their companies and 250 op-
erational managers tasked with using Al in their operational processes. To
reach these quotas, we sampled 10,024 full-time professionals in companies
with at least 100 employees, of whom 6,781 were white-collar decision-mak-
ers. A mix of panel sources was used to avoid country-specific effects and
biases. Each country’s targeted audience was identical, and panels had no
pre-existing focus on Al that could influence the sample.

We asked respondents to share information about their organizations’
historical and current initiatives to implement Al Survey questions addressed
the challenges encountered during Al implementation, strategies to over-
come those challenges, and plans for investment and hiring. We pre-tested
the survey for both understandability and translation of the different lan-
guages. On average, it took respondents 18 minutes to complete the survey.

We also conducted additional analyses to distinguish two subcategories
of firms, Al Experienced firms and Al Newcomers, to better understand
how the challenges of Al implementation vary with experience. We defined
Al Experienced firms as having at least one fully implemented Al system and
Al Newcomers as actively pursuing Al solutions but not yet having com-
pleted their first AT implementation effort.” Given the early stage of Al im-
plementation, we opted for an inclusive understanding of being Al Experi-
enced to capture companies ahead of the curve (note that three out of four
firms initially approached were deselected due to not being active in Al im-
plementation). This means that our study reaches well beyond the all-known
“Al superstars”, such as the Big Tech firms, to capture Al challenges and
solutions among the many. Below, we report on commonalities and differ-
ences in implementation challenges between Al Experienced firms and Al
Newcomers.

7 Specifically we asked “Has your company implemented any kind of Al or Advanced Analytics tools?”



PAPER 1 67

The technological, organizational, and cultural
challenges of implementing Al

Our expert interviews taught us various challenges associated with Al imple-
mentation, from lacking visibility of available data to employees preferring
to trust their intuition over data analytics. Dividing the Al implementation
challenges into three domains: technological, organizational, and cultural, we
analyzed each challenge based on our survey data. This revealed that neatly
all (ninety-nine percent) of our respondents had encountered at least one
challenge in one of the domains as they implemented Al. Ninety-one percent
had encountered challenges in all three domains. As indicated in Figure 1, Al
Experienced firms and Al Newcomers face many similar challenges (see all
challenges where only the grand mean is displayed). As we compared organ-
izations based on the maturity of their Al initiatives, an overarching insight
emerged: gaining experience does not lessen the trials and tribulations of Al
implementation. Instead, increased maturity comes hand-in-hand with new
challenges and, in some cases, exacerbates existing ones.



68 DANCING WITH THE DYNAMIC MACHINE

Figure 1. Technological, organizational, and culfural challenges

Dedicated software/hardware is needed 0
Procurement of the technology s too costly: .
Data definitions are not unified across the company .
Data is not structured to enable use of Al .

The tools are not adequate or too difficult to use: .

The technology cannot produce relevant insights .
The technology is immature and unreliable- o

We do not have access to the raw data needed to use this kind of technology { .
This kind of technology could break laws and regulations governing our industry: .
This kind of technology is not suitable for our industry .

Technological Challenges

Lack of skilled employees for Al related tasks .
Lack of understanding among management .
Resistance to redesigning business processes{ .
Budget or funding process lacking in this area .
Lack of understanding among our customers{ °
The technical experts sit too far away from the operational domain )
Short-term deliverables are prioritized over Al .
Lack of external collaboration partners .
Uncertain market demand for customer-facing Al solutions .
No clear ownership of Al in the company .
KPls and reward structures are not set up to handle this kind of technology{
The company is too product focused
There are too many silos in my company .
Other units don't have processes for managing data correctly .
There are too many power struggles in our company .
No clear ownership of data across my company .

Organizational Challenges

Many employees prefer sticking to tried and tested routines .

Older generations don't understand the technology { .

Employees are afraid of losing their jobs if these technologies take over .
Employees worry that their expertise will be ignored or made useless .
Employees worry that they will be less in control .

Many employees are not open to change in general .

Employees do not see how Al improve their job satisfaction{ .
Employees do not see what value Al bring to the business .
Employees don't trust the output from Al .
The technical and operational teams do not understand each other .
Unions are against the adoption of these technologies { .
Our company culture is not open to change .

Cultural Challenges

Proportion

Legend: .
Mean of Al Newcomer ~ Grand Mean  Mean of Al Experienced

Figure 1 shows the compound results for the full sample (both Al Expe-
rienced and Newcomers) along the dimensions of technological, organiza-
tional, and cultural challenges, as well as the identified statistically significant
differences between the two groups of firms. The first pattern that emerges
is that some challenges are more prevalent than others, and many of these
are of a technological or cultural rather than organizational nature. The most
frequently reported technological challenges are the need for dedicated soft-
ware and hardware and related investments and data management issues. In-
deed, many technological challenges can be traced back to data: data not be-
ing available, data not being structured for the desired use, and data
definitions not being unified across the company. One of the Al implemen-
tation experts we interviewed explained that without a unified language,
structured data assets, and proper coordination across the company, it be-
comes nearly impossible to implement Al (see Box 1).
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Box 1: Al leadership builds on a unified view of data.

When Bank A (an Al Experienced firm) started its transformational jour-
ney to becoming Al-driven, different units handled data locally. The lack
of coordination between units led to several challenges. For instance,
each unit had developed its terminology for different information, which
led to confusion when communicating across units. Another challenge
was the lack of visibility on what data were available within each unit.
Searching for data became time-consuming, often achieved by informally
asking around within one’s network. In turn, this practice increased the
chance of misunderstandings, leading to late, manual, and costly dataset
corrections. The bank realized that there were significant efficiency gains
to be made by becoming more organized and that they would need to
make data management a prerequisite if they wanted to advance in Al
development. They created a unit with the sole purpose of helping the
bank manage data as an asset. The unit is now in charge of the bank’s
strategic development in terms of data, including developing its data gov-
ernance model and delegating data ownership within the bank.

Interestingly, we found that AI Experienced firms are more, rather than
less, likely to face challenges with bending Al technologies to their will, re-
porting a lack of fit with industry-specific needs and problems with leverag-
ing the technology to get at salient insights. Experienced firms atre also more
likely to foresee the risk of breaking laws and regulations. (One of our experts
pointed out that laws and regulations hamper innovation and learning, as
complying with them is costly and restraining.) We detect a growing appetite
for more advanced solutions as you gather experience: Experienced firms
push the envelope regarding ambitions and complexity, running into re-
strictions concerning technology and data that Newcomers have yet to face.
They make progress, but life does not get easier. For example, Al Experi-
enced firms are more likely to have resolved issues around data ownership,
partly by promoting a data-driven workflow across organizational bounda-
ries.

The most frequently mentioned organizational challenge (by some mar-
gin) is the lack of adequately trained employees. Still, the lack of
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understanding of Al among managers, as well as among customers, also
stands out. This suggests that despite the extensive investments already tak-
ing place, considerably more investment in skills development can be ex-
pected, also in Experienced firms. One of our experts shared how leaders
within a data-savvy firm were reluctant to accept data analytics in decision-
making. The firm had a data scientist embedded within each product devel-
opment team, and one of the tasks of the data scientist was to run an A/B
test for new ideas. However, when the test showed that the idea would not
measure up, the data scientist faced an escalating conflict with the product
owner. The product owner even preferred statistically ambiguous results
since they afforded “interpretive flexibility” and allowed for acting on gut
feeling.

While building skills and understanding takes time, we see that Experi-
enced firms have made some headway: Newcomers experience more chal-
lenges concerning employee skills. They also report a higher incidence of
challenges related to Al and data governance (lack of clear ownership). The
good news here is that effort pays off: Experienced firms are gaining ground
in the form of reduced incidence of some organizational challenges. How-
ever, this is also a story of perseverance, where challenges evolve but remain
as complexity grows.

Finally, companies also struggle with cultural challenges. The most com-
mon occurrences are the combination of different fears and concerns that
employees carry concerning Al (job loss, loss of expertise, and autonomy),
in combination with inertia in routines and a perceived generational gap in
technology understanding. Generally, companies report a higher prevalence
of cultural challenges than organizational ones. Moreover, Newcomers re-
port significantly more cultural challenges than Experienced firms: employ-
ees are more fearful of Al, and there is stronger resistance to the technology,
sticky routines represent a more frequent hurdle, and employees fail to see
what value Al can bring to the business and to job satisfaction. As one expert
explained, working with organizations that lack a data-driven mindset, it is a
psychological challenge to get employees to realize that their intuition, often
built on many years of experience, may be wrong and that they instead need
to trust the data. In contrast, Experienced firms more frequently report that
trade unions oppose Al adoption (although overall, this is a lesser challenge).
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In sum, cultural and technology challenges atre front and center as companies
enter the Al arena. Still, Experienced firms do a better job addressing them
when new challenges come to the fore.

Solutions to advance Al implementation

Having established the challenges that Al Experienced firms and Newcom-
ers experience, we now turn to the solutions that managers employ to address
the challenges of Al implementation. Here also, we find many solutions to
be shared for Experienced firms and Newcomers. Among technological so-
lutions, improving the usability of Al tools was most often mentioned, fol-
lowed by improved access to data, enhancing the quality of output from al-
gorithms, improved data management, and finding suitable tools. Note that
all these solutions focus on the core work of getting algorithms to operate in
alignment with expectations to produce value-adding results. Most solutions
we identified were employed in roughly equal measures. Still, we detected
significant differences concerning tool selection, with Newcomers more in-
clined to prioritize standardized solutions and Experienced firms more often
looking for tools that provide transparency and regulatory compliance.
Again, this suggests that as firms become more experienced, they are hitting
new hurdles, such as algorithmic opacity (driving the need for transparency)
and more advanced solutions pushing privacy and legal boundaries (driving
the need to ensure regulatory compliance).

As with challenges, firms seemed to pay less attention to organizational
solutions than technological and cultural solutions. Also, the spread in pop-
ularity across different organizational solutions is minor (see Appendix 2 for
details). In other words, a broad range of solutions is similatly crucial. Many
of these solutions focus on organizing and governing Al innovation activi-
ties, including creating new roles, building cross-functional teams, and devel-
oping control measures such as budgets and evaluation criteria. Here, we also
identify two areas where Newcomers and Experienced firms differ: New-
comers focus more on building cross-functional teams.

In contrast, Experienced firms focus more on promoting a data-driven
workflow across organizational boundaries and creating Al evangelist roles.
Both these latter solutions are typical for firms that have already made headway



72 DANCING WITH THE DYNAMIC MACHINE

and gained momentum. Before creating an organization-wide Al evangelist role,
you need eatly wins to build on and people with experience to share; otherwise,
the evangelist can come across as a false prophet. Similarly, data-driven work-
flows across organizational boundaries require involving customers and part-
ners and need to build on a foundation of eatly successes and honed capabilities.

Finally, the cultural solutions are focused on skills development and
change management. Three stand out: workshops and training, promoting
employee skills development on Al, and changing work routines. But also
proof of concept studies and demos, and a slew of other activities are used
to push the advancement of Al Further stressing the importance of training
is that Newcomers focus even more on Al skills development (see Figure 2).

Figure 2. Technological, organizational, and culfural solutions

Improve usability of tools .
Improve access to data sources: .
Try to improve relevance and quality of output .
Setting up data management policies to ensure proper handling of data .
Find tools and technologies specific to our industry .
Search for more standardized solutions: .
Find tools with higher or with reg 0
Setting up a data lake or similar for centralized data access .
Find cheaper solutions: .
Use technology that s less cutting edge .

Solutions

Build cross functional teams: .
Promote understanding of Al among your customers-{ .
Set up clear evaluation criteria for new Al projects .
Develop new business areas where Al is used from the very start .
Implement clear budget or funding processes .
Create work roles focused on increasing collaboration across units .
Create management supported evangelist roles for Al .
Set up an Al process parallel to current practices .
Build a team using external hires with experience from other industries .
Promote a data driven workflow across organizational boundaries{ .
Define new organizational units to clarify ownership of Al .
Set up KPIs and score cards that quantify gains from Al .

Solutions

Set up technology workshops, training sessions or educational courses .
Encourage employees to develop new skills tied to Al .
Educate employees on benefits of work routine change: .
Present Al using proofs of concept and demos: .
Tie career development goals to the use of Al .
Hire younger employees with experience from fast changing work environments { .
Make executive managers openly share their support for the technology { .
Use "shadow” projects to try out Al and compare with current work practices: .
Find career paths for employees who embrace fast workplace change: .
Work with unions to see employee benefits from Al .

Cultural Solutions

035
Proportion

Legend: oy
Mean of Al Newcomer ~ GrandMean  Mean of Al Experienced
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Key insights for managers

Experience Breeds Ambition, Complexity, and Continued
Implementation Challenges

It would be natural to assume that Al Experienced firms would enjoy a
smoother ride with fewer and less severe challenges than Al Newcomers.
However, our data suggest that challenges persist and even grow in complex-
ity. Consider the case of a supplier in the automotive industry. Initially, their
major struggles when implementing an autonomous vehicle Al system were
developing effective algorithms and attracting skilled people. As their Al im-
plementation matured, they discovered the need to integrate databases,
which led to challenges in coordinating people in new ways across depart-
ments. So, challenges did not disappeat, but their nature evolved, and com-
plexity grew as distinct technological challenges became organizationally en-
tangled.

Managing this increasing complexity includes several lines of action, such
as experimentation (proof of concept initiatives) and learning, relentless fo-
cus on skills development, and gradually adding organizational and govern-
ance solutions (including roles and units with ownership over certain Al tasks
and processes). The usefulness of pilots is emphasized in our survey and by
Al implementation experts, who see them as a starting point for implement-
ing Al and building an understanding of Al capabilities within the organiza-
tion. Such pilots are often “low-hanging-fruit” with well-defined application
areas that rely on available data from one or just a few sources. One of our
experts shared such an experience with developing an algorithm for predic-
tive maintenance of power tools. A product team in charge of developing the
power tool decided to use Al to predict when the tool needed maintenance.
The indicator for maintenance was when the tool started to make noises in-
dicating wear and tear. The team used microphones to record the sound of
the power tool and taught the algorithm the difference between a well-func-
tioning tool and one needing maintenance. The development was straight-
forward and did not involve any other team.

However, as Al Experienced firms expand to more advanced application
areas, this strains the technology and the data at hand. For example, as Iansiti
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and Lakhani observe, as the sophistication of Al use increases, the need for
policies and architecture (Iansiti & Lakhani, 2020) and centralized data man-
agement grows. For example, the need to access data from outside sources
is underscored by our finding that Al Experienced firms, to a larger extent,
promote a data-driven workflow across organizational boundaries. Ventut-
ing beyond well-defined use cases and including customers and partners,
however, drives complexity in solutions and pushes technological as well as
legal and regulatory boundaties.

So how do Experienced firms address the technological complexity risks
associated with being ahead of the curver Perhaps surprisingly, we find some
support for firms graduating to more advanced Al solutions often looks for
simpler tools that are less groundbreaking—that is, they focus on finding the
point where they can be “leading edge” in Al applications without being
“bleeding edge” in Al tool selection, finding the right tool for each job.

In sum, experience drives ambition, which drives complexity. The trick
is to constantly balance complexity against capabilities and grow your people
skills as rapidly as possible.

Invest in People. Then Invest Some More

A strong pattern across challenges and solutions, and across Experienced
firms and Newcomers, is the need to attract and develop people. While rapid
technological advances drive Al adoption, Al implementation is not a tech-
nology problem best solved by a few (or many) dedicated data scientists. It
is an organizational transformation and value-creation challenge driven by
technology and data solutions, people, and supporting organizational at-
rangements in concert. Our respondents report many cultural and organiza-
tional challenges equally important for Al to gain a foothold and garner mo-
mentum (see Figure 1). Recall that ninety-one of our informants reported
challenges across all surveyed categories, technology, organization, and cul-
ture. People-related issues stand out both amongst cultural and organiza-
tional challenges. So, investing in Al means investing in people.

For example, consider the major Eutropean bank that used Al to become
“data-driven”: the initiative took off only when they connected the technol-
ogy with people and purpose (see Box 2). Similarly, the head of the analytics
team at another European bank shared the insight that when people don’t
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understand the substance of Al—what Al really entails—they gravitate to-
ward quick fixes with unrealistic expectations of results. You can’t just hire a
couple of data scientists and expect wonders. You need people who know
what data can be made available to feed the Al algorithms and how to inter-
pret and make use of the results. On the other hand, brilliant data scientists
who do not understand the operational context will have a hard time creating
true value. A bank representative told us that data scientists with dazzling
tech skills, cutting-edge statistical acumen, and compelling academic CVs are
often hampered by a lack of understanding of the business and how to create
value. Hence the need for broad skills development and cross-functional
teams, as shown in our survey results.

Box 2: Technological awareness is not enough.

Bank B (an Al Experienced firm) started its journey toward becoming
data-driven with a top-down approach. Part of the bank’s strategy was to
set up an information governance model, where appointed staff became
data owners responsible for the data in the bank. Data ownership could
include being responsible for storage, access, and quality assurance. The
approach was partly successful at creating awareness, but it did not yield
any results regarding activities or initiatives. The bank then adopted a
more agile working method, focusing on smaller pilot projects. This was
done by identifying and approaching units with indicators of problems
related to data management, for instance, being fined by or receiving re-
minders from the financial regulatory authority. Together with these units,
the bank created pilot projects that could also work elsewhere in the or-
ganization. This time, the employees acted quickly and didn’t question the
purpose of the information governance model. The bank recognized these
changes as an effect of the increased awareness created by the workshops
in the first part of the initiative.

A striking difference between Al Experienced firms and Al Newcomers
is that the former has made considerably more headway in their people skills
and attitudes. AI Experienced firms less often report a shortage of Al-skilled
employees, fewer challenges handling employees’ fear of Al, and a smaller
generational gap regarding employee preparedness. They ate also more
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proactive in working with unions to frame Al as an opportunity for employ-
ees rather than a threat to their livelilhood. Where Newcomers struggle to
find the right expertise and motivate employees, Experienced firms have a
more refined management understanding of Al

Opverall, the focus on learning is striking: proof of concepts and demos,
education/training/workshops, and encouraging personal growth all rank
highly. This suggests that for sustained Al adoption and Al-driven change,
companies must create an informed, interested, and engaged workforce able
and willing to work routinely with Al-based process improvements and so-
lutions development. This means that investments in Al need to be com-
bined with dedicated investments in people who can grow and remain inno-
vative as Al technologies evolve. Many experts highlichted the need to
stimulate employees to learn about data and Al For instance, one of our
experts shared that to encourage openness to learning and countering re-
sistance, their technology firm encourages continuous learning and promotes
a growth mindset. Another of our experts argued that the point of training
is not to turn everyone in the organization into data scientists but that eve-
ryone needs to understand the basic concepts of data and Al as well as de-
velop an understanding of data and Al that cannot be taught through a tra-
ditional digital course but must be rooted in personal experience.

Shift your mindset: From software to algorithms
and from stable to dynamic governance

Creating an Al-driven organization places new challenges on how to manage
digital technologies. Even companies with excellent IT expertise need to
adapt to the world of dynamic algorithms voraciously hungry for data. The
initial implementations of Al applications to address specific challenges is a
good start, but it is a far cry from creating an Al-driven organization. It is
also very different from managing standard I'T resources, as it needs constant
and iterative attention from both technical and operational domain experts
after deployment (Lou & Wu, 2021). Regular I'T systems—think of customer
relationship management (CRM) systems or enterprise resource planning
(ERP) systems—are expected to perform reliably over long periods, sup-
ported only by planned, infrequent updates. Such standard software can be
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developed by vendor organizations and deployed in a similar fashion across
many organizations.

In contrast, to ensure that each Al application delivers value, not only
does development need to be done in close coordination with operations,
but the algorithms also need constant care to ensure that it performs as in-
tended. This highly specific oversight is needed partly because Al applica-
tions are often trained on data streams from the same settings where they
will be deployed. Identifying what data to include and how those data should
be interpreted calls for advanced, domain-specific knowledge of business
goals, existing processes, and the context in which data are derived and used.
This can also include data from other Al applications creating an intricate
ecosystem of data, dynamic, reusable, and modifiable algorithms, and result-
ing solution bundles. As Al applications evolve, they can improve their per-
formance but also deviate or fail, requiring adjustment or retraining. This,
again, calls for cross-disciplinary expertise from both the technical and opet-
ational domains.

Having only a few Al applications, this is not necessarily a problem, but
as the number of Al applications grows, so does the complexity of the algo-
rithmic ecosystem in which they are implemented. Developing and curating
algorithms will call for much hands-on work—a process that can be both
time and resource-consuming and sometimes unsustainable (see Box 3). Fur-
thermore, having multiple, interdependent Al applications—each conttib-
uting to different processes and drawing from different datasets—puts high
demands on companies to organize data in a manner that avoids conflicting
decisions and processes, both as datasets are modified and added and as Al
applications evolve, collaborate, and depend on one another.

Having more Al applications in place not only increases the complexity
of implementation and management of the technology but also impacts the
operational domain competence. One of our experts compatres the differ-
ence between Al and traditional IT by explaining that AI comes much closer
to the employee and, in practice, becomes an extension of that person’s com-
petence. Instead of supporting an employee’s activity, the Al performs part
of it. And the employee needs to understand what the Al has done and why
and incorporate this knowledge into their domain expertise.
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Box 3: Towards a single platform: Standardization can mitigate es-
calating maintenance costs.

At Technology Firm A (Al Experienced firm), a team of data scientists
supported a wider organization consisting of numerous accounts to de-
velop Al applications models for operational work. At first, the number of
requests for the team’s service was modest, and little coordination was
needed. However, as the number of requests grew, the team soon realized
that several data scientists were working on applications for different ac-
counts that could be merged into one. Beyond duplication of work, the
greater number of applications resulted in higher maintenance costs. To
address these problems, the data scientist team decided to standardize the
Al applications. They appointed two team members as gatekeepers respon-
sible for investigating all novel requests and synchronizing work where
needed.

Climbing the Al implementation ladder also becomes markedly costlier
when applications involve and rely on customers. As the appetite to create
more value grows, companies need to consider the wider ecosystem and ex-
ploit opportunities beyond the company’s borders. Companies cannot bet
on finding the necessary data only on the inside of their organization, and
securing commitment outside the home organization adds complex new peo-
ple challenges.

Diagnosing Al implementation activities on
different levels

The above insights point towards the need to manage emerging complexities
as Al implementation efforts, which often start small, become more perva-
sive and sprawling, ultimately reaching outside the organization. Figure 3
provides three sets of questions managers must ask as the company gains Al
maturity. The first set of questions will help managers gain momentum with
Al initiatives in their local setting. The second set prepares managers for the
internal complexities arising when the organization’s volume, ambition level,
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and complexity of Al implementation initiatives increase. The third set iden-
tifies critical issues managers will likely face as curating a growing Al ecosys-
tem of partners, algorithms, and data sources become increasingly critical.

Gaining local momentum

When companies implement Al a localized and contained approach is often
appropriate to showcase that Al can solve a relevant business problem and
build experience and internal expertise. Companies will rely on key individu-
als driving Al, despite an ambition to simplify and de-risk. Moreover, the
range of people challenges is broad: from securing tech expertise to building
business expertise in Al development, overcoming resistance, building trust
in Al across business areas and roles, and not least, building a broader man-
agement understanding of what Al really is. Our findings are clear: local pi-
lots, experiments, and other activities that speed up the cycle of action-eval-
uation-learning help Al implementation gain momentum. But overcoming
people challenges alone is not enough. Managers must also secure access to
quality data to feed initial applications and ensure that investments in ade-
quate tools are made from the start—before taking on more complex tasks.

Managing organizational complexities

As firms become savvier, more advanced algorithms and solutions require
even better skills and expose shortcomings in available technologies; com-
plexity increases, and technological challenges continue. Experienced firms
wield a broader and more creative set of tactics to overcome the challenges
and advance their Al practice, sometimes counterintuitively seeking simpler
tech to avoid getting stuck and relying on “simple rules” to manage complex-
ity. Moving towards organization-wide Al implementation, managers need
to organize work to support Al adoption, such as centralizing data access
and promoting data-driven workflows. To handle data, it is vital to set clear
processes, goals, and ownership for data management and to secure data
quality and accessibility across organizational units, as well as ensure regula-
tory compliance. As the discussion on trustworthy and ethical Al will likely
continue to place demands on technology use, forward-looking firms must
consider this early when forming a data management strategy.
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Figure 3. A diagnostic test for Al implementation
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Curating a growing ecosystem

Becoming a truly Al-driven organization requires curating and nurturing a
sprawling and complex web of algorithms, data, and partners to ensure that
Al solutions are effective upon deployment and are continuously fine-tuned
to their missions. As Al Experienced firms approach Al leadership status,
they must push through complexity while balancing their growing ambitions
and installed base. Building Al functionality that engages customers and part-
ners requires advanced skills in relationship management. Setting up so-
called “Al factories” (lansiti & Lakhani, 2020) with supplementary data pipe-
lines, experimental platforms, and software architectures is painstaking work
for any company, often executed in parallel with delivering on previous com-
mitments to stakeholders and customers. As the complexity of the Al appli-
cation ecosystem grows, new challenges appear. This includes realizing the
shortcomings of existing technology and finding tools that support the or-
ganization’s evolving needs. It also includes responding to the increasing de-
mand for trustworthy and ethical Al by finding tools that are transparent and
compliant with emerging regulations, as well as collaborating with an increas-
ing multitude of stakeholders such as customers, unions, and industry organ-
izations.
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Conclusion: A journey without end

If you are an Al Newcomer, a split vision is required. Initially, it is imperative
to focus on concrete and delimited use cases with clear value propositions
and limited complexity in algorithm development, data access, organizational
scope, and risk management. At the same time, you must also prepare to
manage emerging complexities by proactively investing in data management
capabilities, a more fine-tuned portfolio of Al tools, broad people involve-
ment and skills development, deep Al expertise, and nuanced management
understanding.

If you are already Al Experienced, your next-level challenge will likely
involve dealing with an increasingly complex ecosystem of algorithms, data,
solutions, and partners. Add changing work processes and negotiating
boundaries and responsibilities with employees to this mix. Some Al Expe-
rienced firms will stumble as they navigate the increasing complexity inherent
in mastering the integration of Al within the firm and across partner organ-
izations. For more experienced firms, a key insight for navigating the chal-
lenges of Al implementation is that you will never be fully Al-proficient.
Instead, new and different technological, organizational, and cultural chal-
lenges will conspire to play tricks on even the most successful organizations.
From its often-disorienting beginnings to the unexpected challenges of
growth and maturity, Al implementation is likely to be a journey without end.
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Online appendices

Appendix 1. Construct validity: Assessing whether
Al Experienced and Al Newcomers are distinctly
different

Our differentiation between Al Experienced and AI Newcomers is based on
a self-assessment of their level of Al maturity (resulting in 1244 Al Experi-
enced and 1281 Al Newcomers). Specifically, we defined Al Experienced as
having at least one fully implemented Al system and AI Newcomers as hav-
ing only partly implemented or were currently in the process of implementing
an Al system. To ensure construct validity, we analyzed two alternative and
complementary measures of Al maturity and compared them to our main
measure of Al maturity. This hinges on Al Experienced using (1) more ad-
vanced Al work practices and (2) more advanced data sharing and use prac-
tices. These results are summarized below.

Al Experienced use more advanced Al practices than Al
Newcomers

We captured how respondents assessed their Al-related work practices, using
five items (below) that experts consider state-of-the-art for Al: (lansiti &
Lakhani, 2020; Panetta, 2019)

e We use proof of concept or pilot projects extensively to test Al

e Al projects are put into production and used as best practice on a
regular basis

e Al projects always have an executive sponsor and a dedicated budget
e Al is considered for use in all new projects, products and services

e We have a clear strategy for Al related data management

Each item was scored on a seven-point Likert scale, ranging from
“strongly disagree” to “strongly agree.” We constructed the degree of Al
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advanced practices variable by averaging the scores assigned to these state-
ments. The Cronbach’s alpha for this measure was 0.81, well above the ac-
cepted threshold of 0.7. We then compared our measure of Al Experienced
and Al Newcomers. We found that Al Experienced scored significantly
higher on this measure (5.82 compared with AI Newcomers 5.31, t-test sig-
nificant at 1% level). This shows that Al Experienced, to a much greater
extent, have a higher level of maturity when it comes to working with Al
than Al Newcomers.

Al Experienced adopt more advanced data sharing and use
practices than Al Newcomers

e We also captured how respondents assessed their corporate data shar-
ing practices using four items.

e My company uses data published by other companies in order to im-
prove our own Al activities.

e My company shares data so that other companies can use it in their
business activities.

e My company freely shares some data with no restrictions or associ-
ated costs.

e My company has a good understanding of licenses governing the use
of data.

Like above, we constructed the degree of Al data sharing variable by
averaging the scores assigned to these statements. The Cronbach alpha was
.75 for the measure. Al Experienced scored significantly higher on this meas-
ure than Al Newcomers (5.71 compared with 4.95, significant at the 1%
level), underscoring that Al Experienced are considerably more advanced in
their strategies for sharing and using data than AI Newcomers.
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Appendix 2. Sample and response rate

We conducted an online survey of 2,525 white-collar decision-makers in
China, Germany, India, the UK, and the US. A multi-sourcing online recruit-
ment model was used to achieve diversity, coverage, and consistency while
minimizing bias. Members in the panels utilized were recruited online and
via referrals and active registration, using double opt-in, and only panels that
adhere to the ESOMAR quality controls were included. In addition, algorith-
mic checks for factors including the number of surveys taken, response pat-
terns, number of screen-outs, and real-time digital fingerprinting against
fraudulent behaviors were employed. Furthermore, our study set a target
quota of 500 respondents per country, further subdividing that quota on a
per-country basis to include 250 technical managers with responsibility for
introducing Al technologies into their companies and 250 operational man-
agers tasked with using Al in their operational processes. To reach these
quotas, we sampled 10,024 full-time professionals in companies with at least
100 employees, of whom 6,781 were white-collar decision-makers.

Out of these, 2688 professionals reported themselves as eligible to re-
spond to the survey (being either decision makers or operational managers
involved with AI). Out of those, only 16 people dropped out of the survey,
giving an exceptionally high response rate of 93.9%. Another 147 respond-
ents had answering patterns that were algorithmically flagged as unreliable
and were removed from the sample, resulting in a net of 2525 respondents.

It should be noted that some of the 7,336 screen-outs might have been
made incorrectly should these respondents have given incorrect information.
Also, without knowing the composition of the population we are sampling
(i.e., there are no reliable international statistics describing the population we
are sampling), assessing potential systematic errors related to the selected
sample is not possible.



Paper 2.

Amongst a multitude of algorithmes:
How distrust tfransfers between social
and technical trust referents in the Al-

driven organization

Authors:
Rebecka C. Angstrém, Magnus Mihring, Martin W. Wallin, Eivor Oborn,
Michael Barrett

Status:
A shorter version of this paper is accepted to the Hawaii International
Conference on System Science (HICSS) -57






PAPER 2 89

Abstract

Although trust has been identified as critical for successtully integrating Ar-
tificial Intelligence (Al) into organizations, we know little about trust in Al
within the organizational context and even less about distrust. In this paper,
we investigate how distrust in Al unfolds in the organizational setting. We
draw from a longitudinal case study in which we follow a data analytics team
assigned to develop numerous Al algorithms for an organization striving to
become Al-driven. Using the principles of grounded theory, our research
reveals that different organizational distrust dynamics shape distrust in Al
Thus, we develop three significant insights. First, we reveal that distrust in
Al is situated and involves both social and technical trust referents. Second,
we show that when a trust referent is rendered partly invisible to the trustor,
this leads to the misattribution of distrust. Lastly, we show how distrust is
transferred between social and technical trust referents. We contribute to the
growing literature on integrating Al in organizations by articulating a broader
and richer understanding of distrust in Al. We present a model of distrust
transference actuated by social and technical trust referents. We also contrib-
ute to the literature on trust, showing how Al artifacts are implicated in trust
relations within organizations.

Keywords: Artificial intelligence, organizational trust, organizational distrust,
Al-driven organization, trust transference, social and technical trust refer-
ents, longitudinal case study

Infroduction

As organizations launch initiatives to “become Al-driven” (Agrawal et al.,
2018; Iansiti & Lakhani, 2020), they commonly introduce Artificial Intelli-
gence (Al) to automate and transform work (Berente et al., 2021; Rai et al.,
2019; von Krogh, 2018). Alongside these developments, a spectrum of con-
cerns has come to the fore regarding the consequences of using Al technol-
ogies in and for organizations, including how Al may influence job content,
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job security, and human autonomy (Christin, 2017; Frey & Osborne, 2017,
Kellogg et al., 2020). It is, therefore, not surprising that practitioners and
scholars alike have pointed out the importance of trust for the successful
integration of Al into the workplace (Candelon et al., 2021; Fountaine et al.,
2019; Glikson & Woolley, 2020; Leonardi et al., 2022). Failing to establish
trust in Al can result in rejection or disuse of the technology (Brayne &
Christin, 2021; Dietvorst et al., 2015).

However, with few exceptions (Chawla, 2020; Leonardi et al., 2022; Lu-
mineau et al., 2022), studies on Al and trust have focused on the direct rela-
tionship between an individual human trustor and the single Al trust referent
(Jacovi et al., 2021; Lockey et al., 2021), rather than on how trust is shaped
in an organizational context. This oversight is unfortunate, since organiza-
tions striving to become Al-driven typically develop many algorithms
(Agrawal et al., 2018; Iansiti & Lakhani, 2020) and engage individuals and
units across organizational domains (Fountaine et al., 2019; Henke et al,,
2018; lansiti & Lakhani, 2020). Furthermore, by identifying rejection as a
possible outcome of interacting with Al (Dietvorst et al., 2015), the construct
of distrust in relation to Al remains relatively unexplored. Drawing from the
trust literature (Lewicki et al., 1998; Mayer et al., 1995; Rousseau et al., 1998),
we also know that disruptive events, such as organizational transformation
and technological advancement, can threaten employee trust in the organiza-
tion (Dirks & de Jong, 2022; Gustafsson et al., 2021; Kdhkonen et al., 2021)
and lead to distrust among groups (Serensen et al., 2011). Thus, in this paper,
we take a more holistic approach to explore how distrust concerning Al
evolves within an organization undertaking an effort to become Al-driven.
We formulate our research question as follows: How do social and technical
distrust dynamics unfold while integrating Al tools and Al-related work prac-
tices into the fabric of the organization?

We present a longitudinal case study conducted at a multinational tech-
nology firm (GlobalTech), where one business unit is undergoing a signifi-
cant transformation to become Al-driven. We follow the work of a data an-
alytics team with the assignment to develop an extensive range of algorithms,
serving the frontline for realizing a corporate Al initiative, including their
interaction with users. During our fieldwork, we identified different puzzling
distrust phenomena concerning Al development that remained unresolved
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despite the developers’ best efforts. Unable to explain these occurrences, we
focused our empiric investigation on distrust in relation to Al

Our findings reveal that distrust in Al is situated in and involves both
social and technical trust referents. We also show that when a trust referent
is rendered partly invisible to the trustor, this leads to the misattribution of
distrust. Lastly, we demonstrate how distrust is transferred between social
and technical trust referents. Based on these three findings, we make two key
contributions. First, we contribute to the growing literature on integrating Al
in organizations (e.g., Berente et al., 2021; Faraj et al., 2018; van den Brock
et al., 2021) by articulating a broader and richer understanding of the crucial
role of distrust in Al. We present a model of distrust transference actuated
by partly invisible social and technical trust referents. Second, we contribute
to the literature on trust (Fulmer & Gelfand, 2012; Lumineau et al., 2022),
demonstrating how digital technology is integral in shaping trust relations
within organizations.

The paper is structured as follows. First, we discuss prior research on
organizations adopting Al, trust and distrust in Al, and trust in the organiza-
tional context. We then present our research approach and site, followed by
the findings from our in-depth field study. Lastly, we develop and discuss
our results in relation to the literature and articulate the study’s contributions,
limitations, and implications.

Literature

Below we define Al and discuss the literature regarding Al in organizations,
trust, and distrust in Al social influence on trust and distrust in Al and trust
transfer, which we find relevant to our examination of trust in the Al-driven
organization.

Whatis Ale

Artificial intelligence (Al) is not a single technology but comprises several
technologies, such as machine learning, natural language processing, and
computer vision (Maslej et al., 2023). We follow Faraj et al. (2018) in using a
single term, Al, to refer to “an emergent family of technologies that build on
machine learning, computation, and statistical techniques, as well as rely on
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large data sets to generate responses, classifications, or dynamic predictions
that resemble those of a knowledge worker” (Faraj et al., 2018, p. 62). When
discussing a single Al application, we use the term ‘algorithm.” Like I'T, Al is
a general-purpose technology (Brynjolfsson & Mitchell, 2017). However,
what differentiates Al from traditional I'T technology is its ability to digest
vast amounts of data in order to identify patterns, predict outcomes, and
propose proactive solutions (Agrawal et al., 2018; Faraj et al., 2018). Through
data, Al can continue to learn and improve its accuracy (Berente et al., 2021).
However, this dependency on data is also Al’s vulnerability. Learning from
low-quality data containing faults, biases, or missing data points will deterio-
rate Al reliability and potentially lead to algorithmic breakdowns (Boyd &
Crawford, 2012; Danks & London, 2017; Faraj et al., 2018). Therefore, data
are a vital element of AD’s ability (Iansiti & Lakhani, 2020; von Krogh, 2018).

The Al-driven Organization

As a general-purpose technology, drawing from data, Al can be applied and
utilized in various fields to automate tasks and processes or aid in human
decision-making (Agrawal et al., 2018; Brynjolfsson & Mitchell, 2017). Trans-
forming itself to become ‘Al-driven,” an organization thus intends to develop
and integrate numerous algorithms across the organization (Agrawal et al.,
2018; Iansiti & Lakhani, 2020). Al is, however, not an off-the-shelf technol-
ogy. Instead, building relevant algorithms requires the involvement of both
domain and technical data science expertise, where the domain experts know
the business processes and desired goals and outcomes (Fountaine et al.,
2019; Gronsund & Aanestad, 2020; van den Broek et al., 2021). For instance,
during a two-year ethnographic study, following an organization developing
a system to support the hiring process of job candidates, researchers found
that the developers needed to include the domain experts for selecting data,
understanding the hiring process, and realizing the vision of the workforce
(van den Broek et al., 2021). Because it is versatile and transformative, Al
will alter jobs for employees (Faraj et al., 2018; Rai et al., 2019; von Krogh,
2018) or augment employees while performing those jobs (Agrawal et al.,
2018; Rai et al.,, 2019). For instance, Al is expected to aid humans in per-
forming cognitive tasks such as decision-making and problem-solving
(Agrawal et al., 2018; von Krogh, 2018). This change does not come without
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its adverse effects, however, such as employers increasing surveillance and
control over employees (Brayne & Christin, 2021; Faraj et al., 2022; Kellogg
et al., 2020) or the risk of job loss (Frey & Osborne, 2017). Such adverse
effects can result in human employees resisting the integration of Al (Brayne
& Christin, 2021; Kellogg et al., 2020).

Trust and Distrust in Al

As Al is expected to impact organizations broadly, scholars and practitioners
have pointed out the importance of trust for successful integration (Cande-
lon et al., 2021; Fountaine et al., 2019; Glikson & Woolley, 2020; Leonardi et
al., 2022). Trust is commonly defined as “a psychological state comprising
the intention to accept vulnerability based upon positive expectations of the
intentions or behavior of another” (Rousseau et al., 1998, p. 395). As a con-
struct, it includes two critical dimensions: first, the trustor must have positive
expectations, and second, these positive expectations are held in the presence
of risk or uncertainty, calling for the trustor to willingly accept vulnerability
(Fulmer & Gelfand, 2012; Rousseau et al., 1998). The roles involved in trust
relations are named ‘trustor’, the party that is trusting, and a trust referent,
the party that is trusted, also referred to as the ‘trustee’. Regarding Al the
trust relationship usually includes the individual human trustor and a single
algorithm as the trust referent (Glikson & Woolley, 2020; Hoff & Bashir,
2015; Lockey et al., 2021). Distrust is defined as “confident negative expec-
tation regarding another’s conduct” (Lewicki et al., 1998, p. 439), where the
trustor (or distrustor) is unwilling to succumb to vulnerability (Bijlsma-
Frankema et al., 2015; Lewicki et al., 1998). Distrust is non-equivalent to low
trust and a separate construct from trust (Dimoka, 2010; Lewicki et al., 1998;
Saunders et al., 2014). As such, it follows its own dynamic, which includes
self-amplifying cycles (Bijlsma-Frankema et al., 2015). Few scholars have in-
vestigated distrust in relation to Al. However, research has demonstrated
how users reject Al and develop algorithmic aversion (e.g., Christin, 2017;
Dietvorst et al.,, 2015), a similar response to distrust whereby trustors are
unwilling to succumb to vulnerability. As distrust can generate self-amplify-
ing cycles, it is thus an important construct to explore.

Studies reveal that trust in algorithms depends on the algorithm’s specific
capabilities, such as transparency, reliability, and the level of task substitution
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(automation or augmentation) (Glikson & Woolley, 2020; Lockey et al., 2021).
Violating the same capabilities can give rise to negative expectations or rejection
of the algorithm. Transparency is vital for trust in Al because it provides users
with the reasoning and inner logic of a specific algorithm, as it can explain why
it came to its particular conclusion (Glikson & Woolley, 2020; Hoff & Bashir,
2015). More advanced algorithms can suffer from being black-boxed and inca-
pable of explaining themselves, and even a data scientist can have difficulties
revealing how the algorithm came to its conclusion (Castelvecchi, 2016). The
lack of transparency can undermine trust and result in users attempting to resist
or game the algorithms (MShlmann & Zalmanson, 2017). Reliability refers to
algorithms exhibiting consistent and expected behavior over time (Glikson &
Woolley, 2020; Hoff & Bashir, 2015; Lockey et al., 2021; Lumineau & Schilke,
2018). When an algorithm errs, this can result in trust breakdowns, so-called
algorithmic aversion, where a user becomes less confident in the algorithm and,
hence, prefers human aid (Dietvorst et al., 2015). Important to notice is that the
algorithms’ actual reliability is not enough to warrant the uset’s trust; research
shows that the users must also perceive them to be reliable (Lockey et al., 2021).
Trust also depends on task substitution, whereby algorithms augment or auto-
mate human tasks (Glikson & Woolley, 2020; Hoff & Bashir, 2015; Lockey et
al., 2021). For example, research found that algorithmic decisions were per-
ceived as less trustworthy than human decisions when the decision involved
human skills, such as hiring or evaluating work performance (Lee, 2018). Re-
search also revealed that domain experts are more reluctant than laypeople to-
wards algorithms augmenting or automating tasks (Hoff & Bashir, 2015; Logg
et al., 2019). One reason for domain experts’ skepticism could be that they pet-
ceive a risk of deskilling and loss of job security as algorithms begin to perform
tasks independently and, as such, will compete with domain experts (Lockey et
al., 2021).

Social Influence on Trust and Distrust in Al

Integrating Al in organizations creates a situation of uncertainty and places
organizational members in vulnerable positions, as Al may threaten job content,
job security, and human autonomy (Christin, 2017; Frey & Osborne, 2017;
Kellogg et al., 2020). Researchers have revealed that additional actors, such as
algorithmic brokers, can be relevant when establishing employee trust in
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algorithms (Kellogg et al., 2020; Waardenburg et al.,, 2022). However, trust
literature tells us that other trust relations within the organizational context may
be of interest, as trust relations can form intricate webs involving trustors and
trust referents across levels of analysis (Fulmer & Gelfand, 2012; Lumineau &
Schilke, 2018). For instance, disruptive events, such as organizational
transformations and technological advancement, can threaten employee trust in
the organization (Dirks & de Jong, 2022; Gustafsson et al., 2021; Kdhkoénen et
al., 2021). Such organizational transformation can also lead to distrust between
groups, whereby distrust can form self-amplifying cycles between groups
(Bijlsma-Frankema et al., 2015; Sorensen et al., 2011). Few scholars have
explored the social trust levels for Al (for example, Chawla, 2020; Hengstler et
al., 2016; Leonardi et al., 2022; Lumineau et al., 2022). For instance, scholars
have suggested that users of Al become vulnerable to developers and data
providers (Lumineau et al., 2022). However, these trust referents are often
described as third parties, distant and anonymous (Lumineau et al., 2022), or
scholars focus on their role in establishing trust (Hengstler et al., 2016; Leonardi
et al,, 2022). Acknowledging the situated development of Al, engaging both
technical and domain experts, and aiming to develop and integrate numerous
algorithms across organizations, there are convincing reasons to believe that
social relations influence both trust and distrust in Al to a greater extent than
previously explained.

Trust transference

Trust and distrust can be transferred between trust referents. Trust transfer-
ence is a cognitive process where “the trustor transfers trust from a known
entity to an unknown one” (Doney et al., 1998, p. 605) or when a trustor
bases their initial trust in one party (individual, team, or organization) on their
trust in another party (Stewart, 2003). Trust transference can also occur when
there are differences in the level of trust between trust referents, such as dur-
ing trust repair, where the aim is to transfer trust from a party that is pet-
ceived to be trustworthy to a distrusted or discredited party (Bachmann et
al., 2015; Kédhkoénen et al., 2021). Likewise, trust transfer can move in the
other direction, where a distrusted party could damage the legitimacy of a
credible party (Bachmann et al., 2015). For trust transference to occur, the
trustor must be able to establish links between the parties in question (Doney
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et al., 1998), perceiving them to be related, for instance, by their similarity,
proximity, or common faith (McEvily et al., 2003; Stewart, 2003). Research
also explores trust transfer and technology where different trust referents,
such as technology, providers, and platforms, influence users’ trust for spe-
cific services or technologies (Belanche et al., 2014; Gong et al., 2020; Shao
et al,, 2022). In a recent study exploring trust transfer and Al, the only one
to our knowledge, scholars revealed that survey respondents’ trust in self-
driving vehicles depended on their existing trust in vehicle technology, vehi-
cle provider, and Al technology, but not Al providers, which the authors
argue was due to users not yet associating Al providers with vehicle devel-
opment (Renner et al., 2022). To the best of our knowledge, no research has
explored the transfer of distrust in relation to AL

Method

Our longitudinal case study focuses on a data analytics team embedded in a
global technology firm. The team’s assignment is to develop algorithms for
a local organization as part of an initiative for the organization to become
Al-driven. Following the organization for 24 months, we used multiple data
collection methods, including observations and semi-structured interviews.
We analyzed the data and developed a data structure using the principles of
grounded theory.

Empirical Context

Our research site is located at a local operation center in Europe, patt of a
business unit of a multinational business-to-business (B2B) technology com-
pany (henceforth “GlobalTech”). The operation center manages geograph-
ically dispersed installations of field equipment for GlobalTech’s customers.
This work includes supervising the equipment, responding to equipment
alarms, and dispatching and supporting field technicians serving the equip-
ment. The local operation center manages the field equipment for approxi-
mately fifty customers; each is assigned a specific customer account and ded-
icated staff.

Numerous teams are involved in the operational work serving the custom-
ers’ equipment. Front- and back-office teams monitor the equipment, a
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domain expert handles significant incidents, and customer-facing teams ate
physically located closer to the customers. We refer to all these teams as ‘op-
erations teams’ unless it is relevant to point out their particular functions. Sit-
uated within the local organization is a data analytics team (henceforth “DA
team”), the only local team with technical expertise in data science. The DA
team is assigned to deliver various analytics products (i.e., algorithms) to sup-
port the operations teams. We followed the organizational transformation to
implement the corporate Al strategy, specifically focusing on the occurrences
among the operation teams, the DA team, and the algorithms. Furthermore,
to build their algorithms, the DA team access data for their algorithms from
GlobalTech systems, the customers’ systems, and third parties. Generally, the
data include information on equipment, alarms, tickets created for alarms, and
work orders. The DA team’s employees consist of five different roles (see Ta-
ble 1) and, being external recruits, they lack domain expertise.

Table 1. Roles and Key Responsibilities of the DA Team

Roles Key Responsibilities (as described by the DA team)

Data Analyst Define, create, automate, and maintain key operational, performance
and financial analysis. Develop analysis process to increase task effec-
fiveness.

Data Engineer Collect, clean, stitch together, and analyze data.

Data Scientist Develop best-in-class statistical models (descriptive, predictive, and pre-

scriptive) and algorithms. Focus on machine learning, developing, and
using advanced analytics methodologies fo turn data into knowledge,
insights, and recommendations.

Al Business Translator Ensure links among analytics, business, and operations teams and being
able to speak each other’s languages. Provide business insights to guide
priorities and help identify opportunities.

Data Architects Define standard data structures and ensure compliance, quality, and
consistency of data flows. Ensure future data requirements are robust.
Develop data roadmaps.

During our fieldwork, the operation center underwent a significant trans-
formation following the business unit’s new corporate strategy to become
Al-driven. This strategy is embodied in a new operating model, which in-
cludes transforming the organizational structure, assignments, and roles.
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Data Collection

We were granted access to GlobalTech’s business unit and operation center
from May 2019 to December 2021. During our fieldwork, we followed the
DA team’s work and witnessed several critical events, including the failure of
a predictive model, a critical customer onboarding event, and the effects of
the Covid-19 pandemic. In April 2021, during a reorganization, the DA team
was divided into three parts. This event became the natural end to our field-
work, which concluded with follow-up interviews with key informants be-
tween May and December 2021. During the fieldwork, we collected data
both physically and digitally. We spent 16 days at the operations center, 12
of them for observations exclusively. In total, we conducted 51 semi-struc-
tured interviews and 18 recorded follow-up discussions. The fieldwork in-
cludes 31 informants that were interviewed (see Table 2), and each recorded
conversation (interview or discussion) spans 30 to 120 minutes. The total
recorded material is 60 hours, all of it transcribed. Furthermore, nine con-
versations were documented in field notes but not recorded. Regarding the
data included in the paper, verbatim data were transcribed, but selected
quotes were grammatically modified for readability.

Table 2. Respondents

Team Role Recorded Recorded Non-recorded Observation
Interviews  Discussions Meeting with
Notes
DA team DA Manager 1 4 5 3
DA Manager 2 5
DA Manager 3 1
DA Employee 1 4 1 1
DA Employee 2 4 3 1
DA Employee 3 1
DA Employee 4 1
DA Employee 5 1
DA Employee 6 y

DA Employee 7 1
DA Employee 8 y



Operation

management

Operation
Employees

Automation
Employees

Customer
support

Senior

DA Employee 9

Operation Manager 1

Operation Manager 2
Operation Manager 3
Operation Manager 4
Operation Manager 5
Operation Manager 6
Operation Manager 7
Operation Employee 1

Operation Employee 2
Operation Employee 3
Operation Employee 4
Operation Employee 5
Operation Employee 6
Operation Employee 7
Operation Employee 8
Operation Employee 9
Operation Employee 10
Operation Employee 11

Automation Employee 1
Automation Employee 2

Automation Employee 3

Customer officer
Senior Operation Man-

Management ager

Corporate

Senior Operation Con-
sultant

Management Al Evangelist

HR

Total

Top Manager 1
Top Manager 2

Group Discussion with
Top Managers 1 & 2

HR Partner 1
HR Partner 2
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In total, 110 documents were collected, including reports, presentations,
emails, internal news postings, and Yammer conversations. Due to corporate
restrictions against video recording, observations were documented using
field notes. These notes were transferred to Word documents immediately
after the observation to minimize loss of accuracy and detail. Table 3 pro-

vides an overview of the primary data collected during the fieldwork.

Table 3. Data Collection

Year Type of Data Frequency/Amount
2019 Days spent af the operation center 13 days
Time spent on observations 9 days
Observation at GlobalTech HQ (HR work- 2 days
shop)
Recorded inferviews and discussions 26
Documented discussion (field notes) 9
Documents collected 50
2020 Observations at the operation center 3 days
Digital observations (online meetings) 5 hours
Recorded inferviews and discussions 25
Documents collected 36
2021 Recorded interviews and discussions 18

Documents collected

21 (+ 3 during 2022)

Data Analysis

A thorough analysis was possible by collecting different types of data, such
as semi-structured interviews, observations, and documents. Through semi-
structured interviews, we followed the development of previous and ongoing
critical events, collaboration, and relations as the case progressed. Collected
documents helped to naturally capture issues and topics relevant to the or-
ganization and teams without probing (i.e., email, internal news postings, and

Yammer conversations). (See Table 4).
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Table 4. Empirical Material
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Data

Type of Material

Use in Analysis

Observations

Recorded Inter-

HR workshop, May 2019

Visit at the operation center, June
2019

Observation of operational work,
Aug 2019

DA team daily work, Sep 2019, Jan
2020

Operation manager meeting, Oct
2019

Digital meetings, April-May 2020
DA team (33)

views and Discus- Operation Managers (15)

sions

Documents

Operation Employees (4)
Automation Employee (3)
Customer Officer (1)

Senior Operation Managers (3)
Corporate Management (7)
HR (3)

Reports

Presentations

Internal news postings
Yammer conversations
Emails

Role descriptions

Work processes descriptions

Analysis of Corporate Al

strategy spoken and unspoken
aims

General description and under-
standing of work tasks and pro-
cesses

Studying social interactions within
and between teams during collab-
orations

Investigating expectations on Al,
corporate Al strategy, and becom-
ing Al-driven

Mapping of trust development re-
lating to the DA team and algo-
rithms

Analysis of trust relations, trust build-
ing, and trust breakdown

Mapping of critical events over
time and theirimpact on team per-
ception

Analysis of contrasting ideas and
views between teams and be-
fween management levels

Analyzing discourse beyond inter-
views and observations (i.e., email
and Yammer conversations)
Contrasting corporate communi-
cation regarding the corporate Al
strategy, organizational structure,
and roles with employee percep-
tion

Reconstructing the timeline and tri-
angulation of events

We adopted the principles of constant comparisons used in grounded

theory (Glaser & Strauss, 1967), where data collection and coding are con-

ducted iteratively as the fieldwork progress. In addition, we followed the es-
tablished guidelines of the Gioia Methodology for inductive concept devel-

opment (Gioia et al., 2013) to ensure rigor in our qualitative research. The
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systematic approach includes using a data structure and coding data into first-
order concepts, second-order themes, and aggregated dimensions (Gioia et
al,, 2013). Conducting the first-order analysis resulted in 122 codes. As dis-
trust emerged as a central phenomenon, we identified statements and behav-
iors expressing positive or negative trust perceptions (Brattstrom et al., 2019;
Lewicki et al., 1998). All trust statements and behaviors were thoroughly ex-
amined to determine the trustor, trust referent, and relevant factor of trust-
worthiness according to Mayer et al. (1995) and Glikson and Woolley (2020).
We found four distinct trust referents: the Corporate Al strategy, the DA
team, the algorithms, and the data. The Corporate Al strategy combines the
organization’s intentions with the transformation to become Al-driven with
the employee’s perception of Al in general. Though mostly invisible to the
operation teams, data emerged as a trust referent throughout the fieldwork,
often referred to by the DA team. Though both the DA team and the oper-
ation teams expressed mutual trust perceptions towards each other, we fo-
cused on the statements and events where the operation teams were posi-
tioned as trustors to answer the research question. In terms of the level of
trust, though all teams comprise individuals, the informants often referred to
“we,” “us,” or “them.” For example, one of our informants stated, “I have
nothing against DA Employee 4 as such, but they are on that island.” As a
result, we decided to focus exclusively on trust and distrust at the inter-team
and organizational levels and not include trust at the individual level. This
decision was further strengthened as analysis clarified that the DA team’s
different internal roles and functions were chiefly invisible to the operation
teams.

Building on our initial coding, we identified themes of distrust, where
encounters between both social and technical trust referents influence dis-
trust in Al. Comparing our themes with existing concepts from the literature,
such as trust in Al (Glikson & Woolley, 2020), distrust development
(Bijlsma-Frankema et al., 2015; Lewicki et al., 1998; Serensen et al., 2011),
and trust transfer (e.g., Stewart, 2003), we looked for similarities and differ-
ences that could explain our phenomena. The compatison resulted in a clear
set of second-order themes (Gioia et al., 2013). These themes are highlighted
in cursive in the finding section’s analysis paragraphs. Further distilling our
second-order themes into three aggregated dimensions, we revealed three
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distrust dynamics that actively influence distrust during the integration of
numerous algorithms. Lastly, we built our data structure by defining our first-
order codes, second-order themes, and aggregated dimension (see Figure 1).
For further illustrative quotes, see Table 5 in Appendix 1.
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Figure 1. Data structure

First-order Codes Second-order Themes Aggregate Dimensions
* New operation model focuses on data, Al and o to handle op
work Corporate Al strategy stresses the
Al ability is overplayed in Corporate communication POl forare e
* New complex work demand higher competence (opportunity for employees to 1.0
up- or re-skill themselves)
Trustin Al is
* Practical implications and potential job reduction are underplayed in (stratcgy) . = constituted through
communication P}"?‘:‘_“ ?;‘P'“‘“z‘: = h‘dd‘“’[ | | social and technical
*  Uncertainty regarding how the corporate Al strategy will impact work whic ‘“c‘lh‘ “:‘“1 nty amongs trust referents —
*  Uncertainty regarding how the corporate Al strategy will impact jobs and roles o smpryees sociotechnical trust
nexus
* Operations resist algorithms until proven /not wanting to change
* DA team perceive themselves as connected to the Corporate Al Strategy To build trust in algorithms
DA team promotes the Corporate Al Strategy, educate on benefits of data driven pers must also build trust
decision making, and demonstrate Al use cascs to build operations confidence to in the strategy and themselves
come onboard
*  Operations perceive that the DA team is too distant from operations, and believe . "
that they do not understand the business/operations . ﬁ‘ °if, d:, s, S B
+  Operation perceive that DA team take to litdle interest in investigating needs and e
domiin expertise before developing solutions e Developers lack ability
« Operations is unaware of the different roles and arcas of expertise within the DA Partly invisible trust
team Technical expertise is invisible, referents accelerate
*  Data workis invisible to the Operation team not contributing to | distrust and
* DA team perceived only as data provider DA team ability motivates trust
* DA team perceives that Operations don’t understand what the DA team can do transference
* Operation team members does not trust the DA team to build algorithms =
o Notswanting to accept the slgotithms o fiot belicving tha the algarithms e Bemgloyees reject the deyclopeds
comont algorithms
* Operation team generates data as part of operational work ‘Operational teams influcnce the
* When operation teams are not following processes data quality decreases algorithm’s reliability and ability
* DA team does not trust the data by i g data
Data it
: - - » - enables
* Operation teams are unawate of their impact on algorithms Invisible dependencies leads to | onenes
Aleorith i — d o . misattribution of
. get blamed when don’t the problem misattributed distrust :
distrust and trust

avoid blame

* DA team get blamed if the algorithms are perceived to be faulty Disteisse is sisnsfieeed Bos
* DA team tries to influence operation impact on data, and increase transpaency to algorithms o the DA team

Findings

Our fieldwork began in May 2019 and continued throughout 2021. This pa-
per focuses mainly on events occurring between May 2019 and May 2020.
During this period, we uncovered three distrust dynamics involving the op-
eration teams, the DA team, and the DA team’s algorithms. In May 2020,
the Covid-19 pandemic occurred, which impacted the organization as an ex-
ogenous shock as the operational work had to be altered. This shift also ends
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the phase which is the focus of this paper. The contrasting petiod following
the Covid-19 pandemic is described briefly in the case epilogue.

Distrust Dynamic 1: Corporate Al Strategy Triggers Fear for Job
Security

On November 14, 2018, the business unit at GlobalTech announced that
they have a new corporate Al strategy, including a new operating model. The
corporate Al strategy focuses on Al, automation, and data. It also proclaims
that the operations must be rebuilt from the ground up using Al and auto-
mation as core elements, removing monotonous and repetitive tasks from
their current way of working while improving efficiency and reducing costs.
The external marketing material announcing the change emphasizes Al and
Al capabilities. For instance, in a promotional video, the head of the Glob-
alTech business unit is shown speaking with an Al that manages a customet’s
tield equipment over a large geographical area. The Al, equipped with a nat-
ural female voice, performs the work currently assigned to the employees at
the local operating center. In the video, the only task the head of the business
unit must perform is to verbally accept the Al’s suggested actions. It is clear
that the corporate Al strategy will alter work for the employees, but what
future roles and work tasks will entail is unclear to the organization. What
the management has identified, however, is that the organization pyramid is
‘too fat’ at the bottom, meaning that there are too many low-skilled roles in
the organization. The suggested solution is that employees must either upskill
or reskill themselves to fit the corporate Al strategy. One of the HR partners
foresees that working with Al will demand a significant change in employee
competence:

We will move into a more intelligent environment, where people and

artificial intelligence will work hand in hand in this digital space |[...].

I do see that, due to the kind of environment that we are moving into,

there will be a change, there is going to be a huge change in the compe-

tence. (HR Partner 2)

The communication targeting the employees focuses on the organiza-
tion’s reasons for changing, new tools and processes, and expectations of
employees to adopt a new mindset. This information is available in internal
news, workshops, and boot camps. However, as the management is unsure
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what job will be available after the shift, information regarding organizational
structuring is kept at a high level, and practical implications regarding roles
and tasks are absent. Furthermore, information regarding cost reduction and
efficiency is avoided by management so as not to trigger employees to think
about headcount reduction. However, the lack of clarity raises uncertainty
regarding the corporate Al strategy’s impact on individual roles and triggers
fear for job security. Operation Manager 1 shares how his team was enthusi-
astic at first but that this quickly changed to concern:

The first time 1 spoke about the [corporate Al strategy] with my core

team, we still only had the concept. They were quite enthusiastic. But

then they started asking, “What should be my function?” “What will 1

do?” The concept does not say that. (Operation Manager 1)

Furthermore, as corporate communication focuses on how Al can ena-
ble more automation, employees begin to fear for their jobs. Top Manager 1
reflects on the reaction he received during the rollout of the corporate Al
strategy:

People recognized that no matter how well we dressed it up, their job was
under threat as it stood at the time. (Lop Manager 1)

The DA team welcomes the corporate Al strategy and operating model.
From the outset, they recognize themselves as part of the strategy, and they
take pride in that their roles, processes, and algorithms already align with the
new operating model. At the same time, they recognize that the other teams
at the operation center are more reluctant towards corporate Al strategy. The
DA team believes this reluctance comes from the fear of what the new op-
erating model will entail and a lack of understanding of Al and data-driven
methods. DA Manager 1 expresses this connection:

What is data-driven? What is a proactive approach? What is antoma-
tion? People are scared about that. I think it is just becanse there is no
clear understanding. (DA Manager 1)

Seeing themselves and their algorithms as part of the corporate Al strat-
egy while dependent on operation teams’ accepting the new ways of working,
the DA team arranges workshops and presentations to overcome the re-
sistance. In the workshops, they demonstrate predictive algorithms and ex-
plain the value and benefits of the new way of working while promoting
themselves and their algorithms.
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To summarize this trust dynamic: The corporate Al strategy stresses the
future ability of Al and overplays Al capabilities while pushing for a shift in
employee skills. Simultaneously, practical implications are hidden, which in-
cites uncertainty and vulnerability among the employees at the local organi-
zation as they begin to fear for their job security. This fear results in distrust
of the corporate Al strategy. Having high trust and expectations in the cor-
porate Al strategy, the DA team actively associates themselves with the cor-
porate Al strategy. This association, however, enables distrust transfer be-
tween the corporate Al strategy and the DA team. Therefore, to successfully
build trust in their algorithms, the DA team must overcome its distrust of
the corporate Al strategy.

Distrust Dynamic 2: Perception of the DA Team Leads to the
Rejection of Algorithms

When the DA team approaches the operation teams with their algorithms,
the operation teams find that the DA team is too distant from the opetration
to understand their needs. They complain that the DA team does not under-
stand the operation and that their algorithms are of no value. The operation
teams even start to question whether the DA team is interested in learning
about the operation teams’ needs. For example, a customer officer argues
that the DA team is not even interested in talking to the people with the
domain expertise to learn what the domain experts want them to address:

They [the DA team] are just doing things on their own, withont nunder-

Standing what they are doing [...] they are just developing something.

They think that it is the way forward, and they are not listening to the,

you know, the real experts. (Customer Officer)

At the same time, the operation teams lack an understanding of the DA
team’s work and technical expertise. For example, most of the DA team’s
work includes different forms of data handling and algorithm preparations,
which are invisible to the operation teams. DA Manager 2 explains that he
believes only a small part of the team is visible to the operation teams:

1 is hard for me to explain every time the work of a data scientist and
what people are involved in building a model. Besides the fact that they
see a visualization there, there are people doing data engineering, data
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modeling, and data understanding. In fact, they are seeing only one per-
son, the data scientist. (DA Manager 2)

The perceived lack of domain expertise, and invisible technical expertise,
leads to the operation teams’ rejection of the DA team’s algorithms. For in-
stance, during one of our stays at the operation center, we spent time with a
team of domain experts. While learning about their work, we asked about
their collaboration with the DA team. Two of the operation employees we
spoke to express skepticism towards the DA team and explain that their ex-
pectations of the DA team are low:

Fieldnote: They both seem skeptical. The [Operation Employee 4] ex-
plains that they are not interested in collaborating with [the DA team).
“We manage with our own resources.” They laugh and tell me that when
[the DA team)] deliver something, it goes wrong.” (Excerpt from freld-
notes)

The resistance towards the DA team’s algorithms becomes visible in a
particular case. A data scientist from the DA team develops an algorithm that
predicts when field equipment is at risk of malfunctioning due to hot
weather. The possibility of predicting overheating equipment would allow
the operational team to take preventive actions; for instance, sending field
technicians to cool down the equipment. However, the operational team
managing the customer account is not interested. To convince them of the
algorithm’s value, the data scientist emails the team every time the algorithm
predicts that a piece of equipment is at risk of overheating. She sends the
emails for almost a year before the team accepts the algorithm. The data sci-
entist believes the operation teams’ resistance is due to distrust of the algo-
rithm. However, when we asked the Operation Manager 1 about the same
case, he said he believed there was a lack of trust towards the data scientist,
as she had not taken the time to investigate the operation needs:

Interviewer: was there a lack of trust in the |algorithm] or the data
scientists?

CO Director: I think it was a lack of trust for the data scientist. (Op-
eration Manager 1)

To summarize this trust dynamic: During collaborations, the operation
teams perceive that the DA team lacks domain expertise, resulting in the im-
pression that it lacks ability to build algorithms of value. At the same time,
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the operation teams do not understand the work that the DA team performs
nor the constraints that bind it. As such, the DA team’s technical expertise
is invisible, accelerating distrust in the team, as it hides their actual ability.
This distrust results in the operation teams distancing themselves from the
DA team. Lastly, the distrust transferred to the algorithms is manifested in
the operation teams’ rejecting the DA team’s algorithms.

Distrust Dynamic 3: Data Issues Create Distrust in Algorithms and
are Blamed on the DA Team

The operation centetr’s domestic IT tools are a significant data source for the
DA team. While managing the field equipment, operational employees intet-
act with different IT tools to fill in information and respond to system out-
put. The information is used to track the incident occurring with the field
equipment, analyze the root cause of the incidents, and communicate with
other teams and customers. Their actions and inactions generate data that
the DA team extracts for their analysis and algorithms. If the operation em-
ployee is not following the operational processes, not adding standardized
information, or missing adding information altogether, this impacts the qual-
ity of the data gathered from the tools. This decrease in data quality in turn
impacts the DA team’s algorithms’ reliability. For example, during the sum-
mer of 2019, one of the DA team’s predictive algorithms inaccurately over-
estimated how long a piece of field equipment could manage without service,
resulting in an equipment failure. At first, the operation teams believed that
an operation employee had made a mistake, but as they investigated the issue,
it became clear that the algorithm’s prediction was wrong. The DA team,
however, conducted a subsequent investigation revealing that the algorithm
had learned from data containing an operation employee mistake, which had
been included in the algorithms training data. The DA Manager 1 comments
on the human error leading to the faulty prediction:

We need a little bit of discipline in onr work. We need to understand

that if we are not disciplined with what we are doing, and we don’t

believe in our data, we cannot become data-driven. (DA Manager 1)

Data access is also a challenge for the DA team when developing algo-

rithms. During one of our stays, we witnessed how customer data access is
challenging for the DA team. In January 2020, one of GlobalTech’s call
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centers performed pootly, and the DA team was asked to analyze the cause.
The issue was a high priority that engaged operational teams, managers, and
senior managers. The DA team quickly realized they needed data from the
customer’s system to provide an effective analysis. However, accessing cus-
tomer data must be handled by the operation teams, and this is not a priori-
tized task for the operation teams. Hence, instead of gaining access to the
system directly, the DA team receives daily data dumps in Excel files sent in
emails from the customer. There was little consistency among these daily
files, and thus the DA team struggled to form a coherent analysis of the call
center’s performance. As a result, operation teams and managers rejected the
DA team’s analysis regarding the call center, as they perceived the report as
being deficient. The DA Manager 1 reflects on how she believes that scarcity
of data is the source of the rejection:

We are receiving by email some snapshots [excel sheets of data]. We are

running our analysis based on those snapshots. The fact that those snap-

shots are not complete is not onr fault. And they say, “No, the report is

not good.” So, there is a huge resistance. (DA Manager 1)

One of the operation centet’s senior operation managers recalls the cus-
tomer onboarding events a year later and that the DA team claimed they
lacked data access. However, the Senior Operation Manager sees it as a poor
excuse and finds that the DA team has become too comfortable:

When things are really bad, 1 don’t care if someone needs to have a
clipboard and walk aronnd and ask people in the [operation center] how
many tickets did you create today. (Senior Operation Manager)

The operation teams are unaware of how their work impacts the data
quality and access and how this, in turn, impacts the DA team’s algorithms.
So instead, they blame the failing algorithms on the DA team and start ques-
tioning the DA team’s ability to build reliable algorithms. A member of the
DA team reflects on how the blame shifts:

I mean, they are blaming the model for the problems. But the problems
are not becanse of the model but because of the data accuracy behind the
model. They are blaming the team that they didn’t do a good model, but
the problem, in fact, stays in the data, and this is what we tried all the
time to explain: ‘please understand, garbage in, garbage ont.” Yeah, so
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if the data are inaccurate, don’t blame the model. Yeah, don’t blame the
team that build the model. (DA Employee 1)

To summarize this trust dynamic: The operational teams influence the
algorithm’s reliability and ability by impacting data. They do this in two ways.
First, if the operation employees neglect standard processes when handling
the operation tools, this deteriorates data quality and decreases algorithm re-
liability. Second, the operation teams control part of the data access, con-
straining the DA team’s development of algorithms, which impacts the algo-
rithm’s ability. In both cases, the algorithms’ invisible dependencies lead to
misattributed distrust, whereby operation teams assign the fault to the algo-
rithms. Their distrust is transferred from the algorithms to the DA team.

Case Epilogue

The challenging situation of developing and integrating algorithms into the
organization continues to unfold until the pandemic of Covid-19 starts to
spread across Europe. The pandemic becomes an exogenous shock to the
organization as GlobalTech issuing new working directives forces employees
to work from home. Removed from the physical environment, the organiza-
tion finds itself dependent on data analytics to run the operational work, in-
creasing the requests for the DA team’s algorithms. The development starts
to be conducted together with a domain expert team. At the end of 2020, the
DA team developed 50 unique algorithms implemented across customer ac-
counts. The increased experience with algorithms builds operation teams’
trust in algorithms. However, the perception of the DA team’s lack of do-
main knowledge is still strongly manifested in the organization, and the team
is not trusted to deliver on new requests. The trust in algorithms is, as such,
not transferred from algorithms to the DA team. Instead, it transfers to the
domain expert team. In January 2021, the Senior Operation Manager an-
nounced a reorganization where the DA team was split into three parts. Sen-
ior Operation Managet's main reason for the restructure is the slow uptake
of algorithms, and the DA team has not been able to integrate properly into
the organization. In the new organization, algorithmic development is en-
trusted to the Operation Manager 2, the manager of the domain expert team
who became involved in the development of algorithms during the Covid-
19 pandemic.
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Discussion

Our study addresses how distrust in Al unfolds in the organizational setting.
On the bases of our in-depth field study, we develop a model of distrust
transference during the development and integration of Al tools and Al-
related work practices into the organization (see Figure 2). Our model de-
scribes how partly invisible trust referents within an organization result in
distrust dynamics where distrust transfers between trust referents while es-
tablishing trust in AL

Figure 2. Model of Distrust Dynamics Related to Al in a Multi-Algorithmic Or-
ganizational Setting

Distrust Dynamic 1: Distrust buildup
during organizational transformation

Flow of distrust ~——

Distrust Transfer ====%
Invisible Witnessing
practical Corporate
implication & Al strategy
unkenown Al stress Al
impact abilities
Corporate Al Strategy
Social trust referent
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Witnessing Experience Witnessing AT
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We began this paper with a simple observation. Prior research has argued
that failing to establish trust in Al can result in rejection or disuse of the
technology (Brayne & Christin, 2021; Dietvorst et al., 2015). Rallying around
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such consensus, a large body of research has emerged that examines Al and
trust between the individual human trustor and a single algorithm trust ref-
erent (Jacovi et al., 2021; Lockey et al., 2021). However, this perspective is
severely limiting for two reasons. First, the construct of distrust is seldom
explored as part of the algorithmic rejections. Second, the efforts to integrate
Al are often part of corporate-wide initiatives involving a numerous of algo-
rithms and spanning individuals, teams, and units, likely creating an intricate
web of relationships (Fountaine et al., 2019; Henke, Levine, & Mclnerney,
2018; Renner et al., 2022). To address this gap, we set out to investigate how
social and technical distrust dynamics unfold when integrating Al into or-
ganizations. We developed a range of explanations rooted in a socio-tech-
nical Mumford, 2006) understanding of trust in Al. First, we identify that
distrust in Al involves both social and technical trust referents. Second, we
recognize that distrust emerges when trust referents are not rendered com-
pletely visible to the trustor. Third, we demonstrate that distrust is trans-
ferred between the social and technical trust referents.

Distrust in Al Depends on Both Social and Technical Trust
Referents

Our first finding places Al in a situated context, revealing how both social
and technical actors trigger distrust in Al that emerges, forms, and blends
into the organization. We identify two social trust referents, the ‘corporate
Al strategy’ and the ‘developers,” and two technical trust referents, the ‘algo-
rithms’ and ‘data.’

Research in organizational trust has revealed that a corporate strategy
containing operational and human resources strategies can affect employees’
perception of the organization's trustworthiness (Gillespie & Dietz, 2009).
Furthermore, employees’ trust in organizations and managers can become
challenged during major organizational transformations (Gustafsson et al.,
2021; Serensen et al., 2011). Our research reveals a similar pattern where the
organization’s decision to become Al-driven results in uncertainty among
employees. However, we also see that introducing Al adds a new dimension
of uncertainty based on the unknown potential of Al to overtake tasks and
job roles. This uncertainty grows as corporate communication portrays Al as
futuristic while practical implications for job impact are absent in the
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corporate Al strategy. We refer to this development as Distrust Dynamic 1,
illustrated in our model. The result is a distrust in the corporate Al strategy,
which includes the organization’s intention and the Al potential. Hence, we
conclude that a corporate Al strategy can (and is likely to) function as a trust
referent.

Our second identified trust referent is the developers. Scholars have be-
gun to recognize that trust in developers plays a part in shaping users’ per-
ception and adoption of Al (Chawla, 2020; Leonardi et al., 2022; Lumineau
et al., 2022). However, current research does not explain how trust and dis-
trust for Al are influenced by developers situated within the organization and
continuously collaborating with surrounding teams on new algorithms. We
identify the developers as trust referents at the team level within the organi-
zation (Fulmer & Gelfand, 2012). Drawing from the trust literature, the ex-
perience of trusting a party will influence the trustor’s perception of a trust
referent for future occasions (Mayer et al., 1995). This is relevant during the
development of numerous algorithms, as relations between domain experts
and technical experts are continuous.

Our technical trust referents, the algorithms and the data, are related
since algorithms depend on data to learn and undertake tasks (Faraj et al.,
2018). We know from existing research that the algorithms’ trustworthiness
depends on algorithms’ capabilities (Glikson & Woolley, 2020; Lockey et al.,
2021). For instance, experiencing an algorithm having a reliability breakdown
can create algorithmic aversion (Dietvorst et al., 2015). However, research
seldom goes on to explore what causes such breakdowns (Glikson & Wool-
ley, 2020). By separating the algorithms from the data, our research reveals
that they are different trust referents and that trust, or distrust, in one of
them does not necessarily mean there is trust or distrust for the other. We
also identify that the perception of the algorithm’s trustworthiness is depend-
ent on data, which, to our knowledge, is seldom discussed in the literature
on trust or distrust in Al (Glikson & Woolley, 2020; Hoff & Bashir, 2015;
Lockey et al., 2021).

Invisibility of Trust Referents Results in Misattriouted Distrust

Our second insight reveals that when trust referents are less than fully visible
to trustors, it can result in the misattribution of distrust. A particularly
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interesting aspect of this is the invisibility of data. Scholars have pointed out
that data curation can be invisible (Sachs, 2020; Waardenburg et al., 2022)
and that data curation work can be performed by invisible workers (Kellogg
et al., 2020). Data construction can also be part of employees’ daily work
(Waardenburg et al., 2022). We expand on this research by identifying how
data and related data work can be invisible also to the people performing it.
The invisibility of data results in algorithms becoming partly invisible too,
which has consequences for Al. In our research, we identify two ways in
which this plays out. First, when employees do not see how their work im-
pact data quality, they do not know that they contribute to algorithmic break-
downs. Instead, they blame the algorithms for poor reliability. Second, when
employees do not see how their work constrains data access, impacting algo-
rithms, they do not challenge data scarcity. Instead, they blame the algo-
rithms for lack of ability. The challenge of invisibility also affects the devel-
opers as trust referents. When employees notice the developers lack domain
expertise but fail to see their technical expertise, they do not understand the
developers’ choice due to technical constraints. Instead, they blame the de-
veloper’s ability to develop algorithms. The challenges with invisible data and
data work are illustrated in Distrust Dynamics 2 and 3. The misattribution of
distrust to algorithms and developers further supports our argument that
trust and distrust in AI must be studied beyond the individual relations be-
tween a human trustor and the Al trust referent (Glikson & Woolley, 2020;
Lockey et al., 2021).

Dependent Trustworthiness Enables Distrust Transfer

Distrust transference occurs, as noted, when a trustor’s trust or distrust to-
wards one trust referent transfers to another trust referent (Bachmann et al.,
2015; Doney et al., 1998) which can occur when trust referents are perceived
as related, for instance by their similarity and proximity (McEvily et al., 2003;
Stewart, 2003). Our study shows that the relatedness between developers and
algorithms enables distrust to transfer between the two, as illustrated in our
model. Our study also shows that the relatedness between the developers
and the corporate Al strategy forced the developers to counteract distrust in
the corporate Al strategy, avoiding transferring the distrust to themselves
and their algorithms. As such, our research reveals that distrust transfer can
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occur between social and technical trust referents within the organization.
Furthermore, in contrast to previous research exploring distrust cycles
(Bijlsma-Frankema et al., 2015; Serensen et al., 2011), we show that distrust
persists despite the best efforts of the developers to overcome it. What ena-
bles the distrust cycle to continue, is the co-dependency between the devel-
opers and the algorithms trustworthiness. For instance, when trustors per-
ceive that the developers’ lack ability, they transfer the distrust to the
algorithms the developers produce by questioning the algorithm’s ability.
Likewise, when the trustors perceive that algorithms have limitations in abil-
ity or issues with reliability, they transfer the distrust to the developers and
question their ability.

Distrust Cycles Stall the Transformation Process

To conclude, studying how trust in Al develops over time, our insights differ
from findings by Glikson and Woolley (2020) showing that initial trust for
embedded algorithms is high but slowly deteriorates over time. Similar to
Christin (2017), who studied the introduction of algorithms in journalism
and criminal justice, and Kellogg et al. (2020), who argue that resistance is a
strategy to avoid algorithmic control, we find that algorithms are met with
resistance from employees. However, we expand on these insights by con-
necting resistance with distrust, influenced by both social and technical trust
referents. We identify the source of distrust as fear of job security and partial
invisibility of trust referents, which challenge the work’s status quo. Further-
more, we reveal that distrust transfers, enabling distrust cycles to occur,
which in turn keeps the trust trajectory low over time. This distrust cycle also
stalls the organizational transformation process as the uptake of algorithms
is slowed. Lastly, we also expand on algorithmic aversion, the idea that seeing
an algorithm perform, especially err, lowers trust in algorithms and results in
a preference for human aid (Dietvorst et al., 2015). While we agree that a
trustor seeing an algorithm err will likely decrease trust in the algorithm, we
further argue that resistance to algorithms is a far more complex phenome-
non than can be explained by the algorithm’s reliability issues alone.
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Conclusion

We know that the integration of Al in organizations will be far-reaching. It
will be applied in all parts of the organization and for various purposes
(Brynjolfsson & Mitchell, 2017), where a multitude of algorithms will be
granularly built into our tasks and processes (Agrawal et al., 2018; Berente et
al., 2021; Iansiti & Lakhani, 2020). Furthermore, Al’s unique capabilities to
mimic human intelligence, aiding us in decision making (Agrawal et al., 2018;
von Krogh, 2018), will allow the technology to become woven into the social
fabric of organizations. Realizing the potential impact of Al, we must con-
tinue to push forward to create a better understanding of how human jobs,
autonomy, and roles and relations are altered in the Al-infused organization
(Christin, 2017; Frey & Osborne, 2017; Kellogg et al., 2020; Waardenburg et
al., 2022).

Such exploration will demand a socio-technical perspective and an un-
derstanding of key factors such as trust and distrust (Fulmer & Gelfand,
2012; Lewicki et al., 1998). Our study reveals that in the organizational con-
text, by continuously introducing a multitude of algorithms, borders between
social and technical domains are increasingly fluid and distrust can form an
intricate web between social and technical trust referents. We contribute to
the IS literature by demonstrating how distrust can spiral when organizations
strive to become Al-driven. We do this by presenting a model for distrust
transference between social and technical trust referents in the organization.
We also contribute to the trust literature by establishing how digital technol-
ogy shapes distrust relations within organizations.
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Appendix 1. lllustrative Quotes from the Data

Table Al. lllustrative Quotes from the Data

Aggregated Second order theme  First-order codes and illustrative quotes
dimensions

Trust in Al'is Corporate Al strategy New operation model focuses on data, Al, and
constituted stresses the future automation to handle operational work.

through social

and technical

trust referents —
sociotechnical
frust nexus

ability of Al

- It fundamentally changes our way or operat-
ing [field technology] from reactive to proac-
five, leveraging data, automation, and artificial
inteligence (Head of Business Unit, quote in the
press release)

-[Corporate Al Strategy] is a methodology that
will help us survive, that will help us sustain in
coming years. and we will be using automa-
tions, we do have automations at the moment,
but they are highly human assisted automations.
(Operation Manager 6)

Al ability is overplayed in Corporate Communi-
cation

-New Al based [Corporate Al strategy] makes
[operational work] simple (press release)

- “Leveraging Al and Natural Language Pro-
cessing, the [corporate Al strategy] automates
service desk tasks, reducing reactions time and
alleviating service providers from simple recur-
ring tasks” (Corporate Al strategy presentation)
- “This is history in the making” (Executive, Inter-
nal news posifing)

New complex work demand higher compe-
tence (opportunity for employees to up/re-skill
themselves)

- People need new skills combining data sci-
ence and network engineering (Bootcamp
presentation)

-You would need people that monitor the ma-
chine, ok, to make sure that it is running. That in
itself is a higher competence than somebody
taking an alarm, taking a ticket, creating a work
order, you know, pushing something along (HR
Partner 1)
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Aggregated
dimensions

Second order theme

First-order codes and illustrative quotes

Practical implications
are hidden, which in-
cites uncertainty
amongst the employ-
ees

To build trust in algo-
rithms developers
must also build trust in
the strategy and
themselves

Practical implications and potential job reduc-
tion are underplayed in (strategy) communica-
tion.

- | deliberately never use the word efficiency for
the reason, | program myself not to use effi-
ciency in the [Corporate Al Strategy], though it
is a big part of it, because that's, that's a familiar
frigger to everyone here. Everyone who deals in
operations, that as soon as you mention effi-
ciency, it's about headcount reduction. (Senior
Operation Manager)

Uncertainty regarding how the corporate Al
strategy will impact work

- We have those pretty slides that explain what it
should look like in theory [...] And they don't
necessarily see the dots between what the
pretty pictures, what we are selling, and how it
will impact their actual activities (Operation
Manager 5)

- Because people are afraid, people are afraid
that you will see that Rebecca is opening 10
fickets and Patricia is opening only two, that Re-
becca is coming at 8:00 o'clock in the morning,
for 9:00 o'clock and Patricia is coming at 10:00
o'clock. and so on and so forth. So, people are
really afraid (DA Manager 1)

Uncertainty regarding how the corporate Al
strategy will impact jobs and roles

- OK, people are quite reluctant or afraid about
[Corporate Al Strategy], because they consider
that they can lose their jobs (Automation Em-
ployee 1)

- | start by asking her about the [Corporate Al
Strategy]. She lets me know that she seesit as a
concept, but that is has made people uncertain
about their job, e.g. Will I still have my job? What
if | want to buy a house2 What will my job be in
the future2 (Discussion with Operation Manager
4)

Operations resist algorithms until proven

- Till you will be able to see some models work-
ing, some conclusions, some real facts, every-
one will be resisting (Operation Manager 1)
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Aggregated
dimensions

Second order theme

First-order codes and illustrative quotes

Partly invisible
trust referents
accelerate dis-
trust and moti-
vates trust
fransference

Lack of domain ex-
pertise resulting in the
impression that the
developers lack ability

- It's a question of, how can | say, commodity,
fright in some cases, and reluctancy fo change.
I don't know. It's a mission. So, people simply
want traditional way of working. They don't feel
comfortable, they don’t feel open to change
(DA Manager 1)

DA team perceive themselves as connected to
the Corporate Al Strategy

- We are [Corporate Al Strategy] Compliant.
One of the very few, af the moment, depart-
ments that is actually already on board with the
new processes (DA Employee 2)

-l think [DA teaml]is one of the most advanced
[teams] into the Corporate Al Strategy. (DA
Manager 1)

DA team promotes the Corporate Al Strategy,
educate on benefits of data driven decision
making, and demonstrate Al use cases to build
operations confidence to come onboard

- By demoing predictive models, and also by
having a lot of focus groups that are oriented
on more predictive models and their benefits,
and with these types of models to support oper-
ation and problem management, and so on, to
become more proactive. And | think this is the
step. And the more we do that, the more we
have use cases and proof of concept and so on
that is already proving to give results, the more
confident other teams will become and the
more open to come on board. (DA Employee 2)
- Part of the [Al business Translator role], | mean,
my role, how | feel it, is also to promote the new
approach and to fry to explain as much as pos-
sible, and to bring on board. (DA Employee 2,)

- We consider [educating people] as duty. So,
whenever we can, we fry to perform some
workshops. For instance, we try to do some
workshops with [operation teams] to help them
understand how they can work with [algorithms]
(DA Manager 2)

Operations perceive that the DA team is too dis-
tant from operations, and believe that they do
not understand the business/operations

- [DA team] were too far off operations, or the
reality. Again, reality on the ground (Operation
manager 1)
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Aggregated Second order theme  First-order codes and illustrative quotes
dimensions

- I'm saying to the guys “sorry, that just doesn’t
sound right” and everyone says “no, no, no that
is correct”, "I mean, you are telling me our aver-
age time to fix the most important faults we
have is four and a half thousand hour, 4500
hours2”. [...] I said to DA Manager 1 then “we
need to start operationalizing the team a little
bit. | don't want [Operation center] engineers, |
don’t want back-office engineers, but | need
people that are going to think 4 2 thousand
hours for a high priority fault average is wrong, it
is something not right here.” (Senior Operation
Manager)

Operation perceive that DA team take to little
interest in investigating needs and domain ex-
pertise before developing solutions

- Well, I have nothing against [DA Employee 4]
as such, but they are on that island. And | don't
see his involvement, or his, he is not really into
the operations. He's on this island, you know. |
don't see this added value to honest. Pure prac-
tically, what happens is he looks into Cognos,
and he sees, oh there is a peak, or there is an in-
creasing trend, he takes snapshot and he send
it fo the problem manager. (Customer Officer)

- 1 saw a lot of reports [from DA team] which
was not necessarily useful or were redundant, as
in saying something that we would already
know, knew, and could not use it (Operation

Manager 3)
Technical expertfise is  Operations is unaware of the different roles and
invisible, not contrib- areas of expertise within the DA team
uting to demonstrate - The Data Engineers, the Data Architects, the
DA team ability Business Translators, they are all the same as

Data Scientist in Operation Manager 1's eyes.
He is unaware of their different roles, task and
assignments (Field Observation/discussion with
Operation manager 1)

-1 don't think that there is a clear understanding
of what a data scientist really means (DA Man-
ager 1)

Data work is invisible to the Operation team

- Because people yet don't understand what
[DA team] is doing and what is the result of it
(DA Manager 2)
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Employees reject the
developers’ algo-
rithms

-Everybody perceived like Al/ML use cases to
be like a software. There is not a good or a cor-
rect understanding of the difference between
lifecycle management for ML, and a soft-
ware.(DA Manager 1, discussion on algorithms
continuous need for data and adjustment)

DA team perceived only as data provider

- [DA team] are the data authority, and | think
they should bring us about what ever data we
need. (Operation Manager 2)

- Many fimes the [Operation teams] just ask for
the raw data. they shouldn’t ask for the data,
because we're not data providers. They should
ask for the analysis for insight they need (DA em-
ployee 3)

DA team perceives that Operations don’t under-
stand what the DA team can do

- "I want a total calls”, “OK, what do you mean
by total callse”. | mean they don't know exactly
what they want and because of that we need
to help them to set the perspective of the data,
and how the data are, and what is the benefit
of asking something instead of something else.
(DA Employee 1)

- We're dependent on the business and some-
fimes they don’t even know what to requests
(DA Employee 2)

Not trusting he DA teams to build algorithms

- At first, we were looked at "Why do you come
to show me this and recommend me what to
do?". Because that was the first reaction also
from the [Operation team]. OK, we are noft pro-
ficient with technical stuff in the [equipment],
but we can show them why this frend of alarms
increased. (DA Manager 2)

- "What do you mean you're going to bring in
some sort of a model that's going to tell us
what's happening here2” And that's going to
be, in effect | suppose, downplaying [The DA
team’s] role. | think they're going fo look at it in
terms of that type of resistance as well (Top
Manager 1)

- It was very funny, because we moved the re-
port, some of the reports for one customer into
Tableau. And it was easier, it was nicer. You can
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Aggregated
dimensions

Second order theme

First-order codes and illustrative quotes

Data invisibility
enables
misattribution
of distrust and
trust transfer-
ence

Operational teams in-
fluence the algo-
rithm’s reliability and
ability by impacting
data.

do it whenever you want, you can do it from
your phone, you can do it from... the Delivery
manager was calling me “Why you did this fo
me? | said “what, what | did to you?”, “Why,
why, it's so complicated. | don't want to enter
and click”. | remember that first | was shocked
because the person considered that my guys
had something against him. (DA Manager 1)
Not wanting to accept the algorithms or not be-
lieving that the algorithms are correct

- The first reaction is “not to be trusted”. Because
it's something new, they [Operation teams]
don't know exactly how it is built (DA Manager
2)

- What | see is a huge resistance. [...]. Because
whenever people saw something that is not
what they want to see, they say report is not
good. (DA Manager 1)

- There were also people being accustomed to
do things in a specific way or using specific
tools. Then the new tool that was in place was
working probably not as expected, and it was
easy for them to say “OK, | don't want work with
this one, because it's not yet in the best shape,
so I'm still using the old one to raise a ticket” (DA
Manager 2)

- The resistance in adoptionit’s, it's huge. [...],
we don’'t want to adopt, we are still with Excel
files. (DA Manager 1)

Operation team generates data as part of oper-
ational work

- [Operation Employee 11] notice that an alarm
has sorted itself out. That no engineers were dis-
patched, still the alarm stopped. He is surprised
and notes this down in the ticket (fieldnotes, ob-
serving the work of Operation Employee 11)

- [Operation Employee 7] tells me that some-
fimes logs are missed, for instance in stressful situ-
ations where the IM can be in a customer calll
and miss to add the information. This happens.
But [Operation Employee 7] continues, the logs
are all checked by [Operational Employee 6]
before sent to the client or customer and if she
finds that there are questions regarding the
fimestamps she asks. (Fieldnotes, discussion with
Operational Manager 7)
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When operation teams are not following pro-
cesses data quality decreases

- If they are not using correct the tools, they're
not using correct the process, the data is af-
fected. And we will report something which is
probably not the reality. | mean we need to link
this. Data is an abstract, Ok, so, it's something
which is follow somebody’s action. If that partic-
ular person didn't follow the process, didn't fol-
low the rules on the tools, like that, then the
datais just an abstract number (DA Employee

1)

- If they are not filing in correctly the node, on
which the ticket is appearing, how can analytics
do miracles to guess the node (DA Manager 1)
- If one engineer for example forget to put a
root cause or something, or he put it in his own
words, not in the standard way to out it, so that
particular information will be lost (DA Employee
1)

-How to be a data driven company when the
main assets, which is data, is not available or it's
a very poor quality2 And | need to spend half of
my time cleaning the data or understanding
why it's not enough, and we want to be data
driven (DA Employee 7)

DA team is not trusting the data

-If the datais not OK, and if the data is not avail-
able, we cannot do any analysis and we can-
not be data-driven. (DA Employee 1)

- We need tfo, respect if you want, our data. Be-
cause imagine everything that we're doing is in-
fluencing the data quality. The fact that I'm not
following the process, the fact that | don't follow
the process impact the data. The fact that |
don't have access to the right data, yeah, |
don't have access to the right database. Every-
thing is impacting our data, so | don't trust data.
(DA Manager 1)

- S0, in six months we had so many data availo-
bility issues that | needed to keep a separate
frack. At least once in every two weeks we have
issue with data delivery, with data availability
(DA Employee 7)
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Aggregated
dimensions

Second order theme

First-order codes and illustrative quotes

Invisible dependen-
cies between opera-
fion work, data and
algorithms leads to
misattributed blame

Distrust is transferred
from algorithms to the
DA team

Operation teams are unaware of their impact on
algorithms

- They are seeing only the end of the process.
The final data. But they're not taking care of
what is until the data is on the screen (DA Em-
ployee 1)

- have the feeling that they don't even know
how much important work they are doing, dur-
ing the flow. Yeah, people are not aware of
theirimportance (DA Employee 1)

- “There is no need to go back to the guys and
ask for putting a correct root cause or filing
some fields in a proper way. You should do mira-
cles with data” (DA Manager 1 repeats a state-
ment from the operation team)

Algorithms get blamed when operations don’t
understand the problem

-The model was blamed, but the model works
perfectly fine (DA Managerl)

-There were one or two people saying that it is
not accurate and that it is not working. But we
know exactly from our experience that it may
not be 100% accurate, there may be some calls
that are not recorded correctly but these are
some specific scenarios that we found. So it
should be, let’s say 98% accurate which is
enough for us (DA Manager 2)

- If the data are not accurate enough because
there are issues in something, process, way of
working or whatever, not necessarily the issue is
real, on the field. We are again challenging the
model and the report (DA Managerl)

DA team get blamed if the algorithms are per-
ceived to be faulty

- [DA Employee 1] laughs and says it is like a hot
potato. That if anything goes wrong Operation
will throw the hot potato to the Data Analytics
tfeam and say it was their fault. [DA Employee 2]
agrees, that Operations blame Analytics, and
this is the result for more processes being auto-
mated/using data. (Observation, Fieldnotes)

- Most of my colleagues quit working with [DA]
team and try to do their own analysis in Excel
and using graphs in there and so on. And | think
that for part of my colleagues this frustration re-
mained, and they are quite reluctant to go into
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[DA] team and say “OK we need some
help”[...] it started | think at the beginning when
the [DA team] came in our organization and it
was said that “Ok, they can help us, they can
provide us with support in doing some things to
reduce our manual work. And the people were
excited about it, but at the end, when they saw
that the things are not going on as they expect
it, came this frustration (Operation Employee 2)
DA team tries to influence operation impact on
data, and increase transparency to avoid
blame

- We have right now a way of monitoring the
data availability and data quality, so we can
raise it before [it becomes an issue with the users
of the algorithms]. So, as soon as we observe
something is missing and so on, we tried to be
proactive and announced our customers “look,
it seems that we have some data issue, availa-
bility issue, we will delay with this week, analytics
will come to you as soon as we get the data
back” (DA Employee 7)

- We started fo communicate better and to
show that even in Analytics what are the steps
that we are taking and what type of reports we
are producing [...] by doing that with the high
recurrence in the beginning, and then with
moderate, to show progress, things cooled
down (DA Employee 1)

- So there is kind of a shadowing period when
we are trying to look at the model and the result
in parallel with the people who also have other
ways of looking af data, and we need to see if
we reach the same results, and then they also
start to understand and to rely on that, because
they understand that they model provides the
correct data. (DA Manager 2)
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Abstract
Research Summary: Seeking causal evidence on biases

in idea evaluation, we conducted a field experiment in
a large multinational company with two conditions:
(a) blind evaluation, in which managers received no
proposer information, and (b) non-blind evaluation, in
which they received the proposer's name, unit, and
location. To our surprises—and in contrast to the
preregistered hypotheses—we found no biases against
women and proposers from different units and loca-
tions, which blinding could ameliorate. Addressing
challenges that remained intractable in the field experi-
ment, we conducted an online experiment, which repli-
cated the null findings. A final vignette study showed
that people overestimated the magnitude of the biases.
The studies suggest that idea evaluation can be less
prone to biases than previously assumed and that eval-

uators separate ideas from proposers.
Managerial Summary: We wanted to find out if

there were biases in the way managers evaluate ideas
from their employees. We did a field experiment in a
large multinational technology company where we
tested two different ways of evaluating ideas: one
where managers did not know anything about the per-
son who came up with the idea and one where they
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did know the person's name, which unit they worked
for, and where they were located. The results were
surprising. We did not find any bias against women
and employees that did not work in the same location
and unit as the evaluator. Managers are advised that
hiding the identity of idea proposers (from idea evalu-
ators) may not be a silver bullet to improving idea
evaluation.

KEYWORDS

bias, field experiment, idea evaluation, innovation, online
experiment

1 | INTRODUCTION

The literature on idea evaluation cautions that evaluators can be biased toward certain pro-
posers, meaning that the same idea would receive different evaluation scores depending on
who proposed it. Indeed, evaluators often do not base their evaluation solely on the idea
itself but also on whose idea it is (Fuchs, Sting, Schlickel, & Alexy, 2019; Menon &
Blount, 2003; Reitzig & Sorenson, 2013). Prior work on idea evaluation has, for example,
explained how biases could arise from hierarchy (Keum & See, 2017; Schweisfurth, Schéttl,
Raasch, & Zaggl, 2023), sequence (Bian, Greenberg, Li, & Wang, 2021; Criscuolo,
Dahlander, Grohsjean, & Salter, 2021), and nepotism (Reitzig & Sorenson, 2013). Knowing
who proposed an idea can provide important information (Chaiken, 1980; Pornpitakpan,
2004), yet relying on such source-based heuristics can lead to biases that disadvantage
women and people far away from the decision-makers (Banaji & Hardin, 1996; Blair &
Banaji, 1996; Stangor, Lynch, Duan, & Glas, 1992). We focus on three potential biases,
namely that evaluators provide systematically lower evaluation scores to (a) female idea pro-
posers; and to idea proposers from (b) other units, and (c) other locations.

To empirically assess whether and to what degree these biases are at play in idea evalua-
tion, we conducted a field experiment based on a simple intervention: blinding that with-
holds information about the idea proposer from evaluators. Prior work has speculated that
blinding is a light-touch intervention to remove biases from idea evaluation (Grohsjean,
Dahlander, Salter, & Criscuolo, 2022). Blinding might mitigate evaluator biases, ensuring
that ideas are evaluated on an equal footing, and has been deployed in diverse settings, such
as blind auditions, blind recruitment, and (double-)blind academic peer review. To test
blinding in idea evaluation, we conducted a preregistered field experiment inside a large
multinational company in the information and communication technology sector. We asked
innovation managers to evaluate real business ideas from our partner organization. We
expected to identify biases and that blinding would reduce them. To our surprise, blinding
the evaluators for the idea proposers’ identity had no effect. Acknowledging the limitations
of the field experiment and improving generalizability, we replicated the results in an online
experiment.
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2 | THEORY AND HYPOTHESES

Ideas are the seeds of innovation, but not all seeds bear fruit. It is inherently challenging to
assess the potential of new ideas because they are surrounded by market and technological
uncertainty. When deciding on new ideas, organizations are likely to make costly errors in the
form of false positives (investing in ideas that ultimately fail) and false negatives (missing
out on ideas that ultimately become a hit). Ideas’ uncertainty can lead to evaluation biases
distorting organizational outcomes (Criscuolo et al., 2021; Keum & See, 2017; Reitzig &
Sorenson, 2013). Just as idea proposers systematically overestimate the value of their ideas
(Fuchs et al., 2019), innovation managers make mistakes in evaluating ideas (Boudreau,
Guinan, Lakhani, & Riedl, 2016; Criscuolo, Dahlander, Grohsjean, & Salter, 2017). One chal-
lenge for evaluators is to separate ideas from the person who generated them; some idea pro-
posers get the benefit of the doubt, whereas others struggle to get recognized despite having a
good idea. For instance, prior work suggests that women and proposers from other units and
locations receive lower idea evaluations (see, e.g., Reitzig & Sorenson, 2013).

Given such biases in idea evaluation, we considered a simple intervention to hide the iden-
tity of the proposer through blinding. Work on blinding is not new. An influential study on
blinding comes from Goldin and Rouse (2000), often quoted to show that the introduction of
blind auditions—a blind screen between the jury and an auditioning musician—increased the
admission of women to music schools." Most work on blinding comes from studies in academia,
where it is a common practice when evaluating papers and grant applications. Early work by
Blank (1991, p. 1042) argues that double-blind reviewing in academia “minimizes undesirable
referee bias.” More recent work by Kolev, Fuentes-Medel, and Murray (2019) found that female
authors received lower scores on their grant proposals to the Gates Foundation, even with
blinding. Controlling for applicant quality and proposal text suggests biases at a fundamental
level, punishing women for producing a different type of research rather than research of lesser
quality. Evidence from academia thus shows that blinding has the potential to alleviate some
biases but not necessarily all types of biases. Inspired by such work on blinding in academia,
research on idea evaluation has speculated that blinding could also remove biases in corporate
idea evaluation (Grohsjean et al., 2022), yet the evidence to date is scarce.

2.1 | Main effect: Blinding in idea evaluation

Blinding can affect idea evaluation because evaluators may rely on social cues about the person
proposing the idea as a heuristic device (see, e.g., Gigerenzer & Gaissmaier, 2011). Heuristics
provide mental shortcuts that can save effort by focusing only on the issue's most relevant
aspects and ignoring other information. While effective in some regards, heuristics can bias
decision-making (Tversky & Kahneman, 1974). Source-based heuristics have been investigated
in research on information processing, demonstrating how a source's attributes influence how
information is perceived and valued (e.g., Chaiken, 1980; Pornpitakpan, 2004).

The tendency to use information about an idea proposer as a signal for idea quality may be
reinforced when evaluators lack information, expertise, or resources to assess an idea's details.

1After adding controls for musicians, the study yields mixed results. In some stages, women did worse in blind
auditions, which is explained by a potential drop in the quality pool of female candidates after adopting blind auditions.
It also shows that the results are more nuanced than often cited (see also Gelman, 2019).
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Source-based evaluation heuristics can arise when evaluators have too little information and
when they have too much. Information overload and time pressure can induce people to rely
on simple heuristics (Hansen & Haas, 2001). From the evaluator's perspective, idea evaluation
is both information-deprived and information-overloaded—deprived because of the small and
standardized information bits that idea descriptions typically hold; overloaded because of the
large number of ideas (Piezunka & Dahlander, 2015).

While the effects of blinding are contingent on what is blinded (elaborated in the modera-
tion effects below), research suggests that its baseline effect is negative. For instance, acceptance
rates are lower and referee reports are less favorable when academic reviewers do not know
who the authors are (Blank, 1991; Okike, Hug, Kocher, & Leopold, 2016), and customers evalu-
ated products more favorably when having identity-revealing information on the seller
(Forman, Ghose, & Wiesenfeld, 2008). Such findings could be driven by (perceived or actual)
selection into blinding by which worse authors or less-trustworthy sellers choose to be blinded.
Similarly, the evaluator may perceive identity-revealing information on the idea proposer as a
positive signal that the proposer is committed and serious about the idea. Blinding proposer
information should thus lead to lower evaluation scores.

Hypothesis (H1). Innovation managers rate ideas lower in blind evaluation.

2.2 | Moderation effects: Who benefits from blinding in idea
evaluation?

Studies of academic reviews and hiring decisions suggest that blinding can alter evaluations
and potentially overcome biases. We focus on three characteristics that research has found
important for idea evaluation: gender, same unit, and shared location (see, e.g., Criscuolo
et al., 2017, Reitzig & Sorenson, 2013). Below we elaborate on our expectations of lower scores
for women and higher scores for proposers from the same unit and location (as the evaluator),
which would disappear if the idea proposer's identity was blinded.”

2.3 | Blind to help women in idea evaluation?

Much research documents a tendency to evaluate men and women differently (e.g., Brooks,
Huang, Kearney, & Murray, 2014; Heilman, 2001; MacNell, Driscoll, & Hunt, 2015). Gender is
a highly visible characteristic that can compensate for unobserved information (Kunda &
Spencer, 2003) and a common way to classify other people that occurs almost instantaneously
(Brewer & Lui, 1989; Ridgeway, 2006; Stangor et al., 1992). In this process, gender roles and
stereotypes are activated, which results in cognitive bias influencing judgment and evaluation
(Ridgeway, 2006). Multiple studies have demonstrated how such biases work unfavorably
toward women.

These patterns are particularly strong in the technology sector, where they impair women's
chances of receiving entrepreneurial funding (e.g., Kanze, Huang, Conley, & Higgins, 2018),

?In the pre-analysis plan, we also theorized about potential effects of evaluation order. While recent research has shown
that order can affect evaluations (Bian et al., 2021; Criscuolo et al., 2021), blinding is typically not proposed to overcome
them. Therefore, we present arguments on evaluation order in the online appendix (Section Al).
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progressing into managerial positions (e.g., Tai & Sims, 2005), and receiving equal pay
(e.g., Bamberger, Admati-Dvir, & Harel, 1995). In the technology sector, women are
confronted with strong male stereotypes (Del Carpio & Guadalupe, 2022), and these
gender stereotypes can create role incongruities that work against them. Overloaded with
fast-paced information but lacking granular and contextual information, evaluators
risk falling back to decision heuristics, thus activating gender stereotypes and providing
lower scores to women. In many ways, evaluating ideas is like evaluating entrepreneurial
ventures. Research consistently suggests that ventures led by women are perceived as
less viable (Lee & Huang, 2018), and that female entrepreneurs are evaluated worse by angel
investors (Becker-Blease & Sohl, 2007; Brooks et al., 2014), venture capitalists (Greene, Brush,
Hart, & Saparito, 2001; Nelson & Levesque, 2007), and CFOs (Graham & Harvey, 2001). These
inequalities arise at least partially from role incongruity between female stereotypes and the
images of successful entrepreneurs, although they can be mitigated by other factors such as
framing (Lee & Huang, 2018). The same “lack of fit” may handicap women in idea evaluation,
where the idea proposer is often expected to develop the idea further as an intrapreneur. We thus
hypothesize that women are at a disadvantage compared to men and that blinding would remove
this disadvantage.

Hypothesis (H2). Innovation managers rate ideas that are proposed by female
employees higher in blind evaluation.

2.4 | Blind to help people outside the unit in idea evaluation?

Scholars have repeatedly demonstrated that people are positively biased toward members of
their group (see, e.g., Mullen, Brown, & Smith, 1992). One mechanism underlying in-group bias
is that prior interaction increases comfort and reduces objectivity (Lawler, 1992; Zajonc, 1968).
The preference for ideas from the same unit can also arise through categorization, as randomly
assigning subjects to the same groups induces in-group preferences even in the absence of direct
social interaction (Tajfel, Billig, Bundy, & Flament, 1971). In-group bias can arise for strategic
reasons, where the evaluator looks to further his/her organizational unit. Pushing ideas from
the own unit forward within the organization can bring additional resources and increase pres-
tige, and successful ideas can help achieve the unit's strategic or business targets, which benefit
the evaluator, especially if holding a managerial role. In-group bias can also arise because eval-
uators subconsciously prefer ideas from their unit. Evaluators likely perceive ideas from the
same unit as more interesting and understandable because they have a shared understanding of
key challenges, technologies, and market needs. Strategic considerations and subconscious pro-
cesses can increase the scores evaluators give to ideas proposed by one of their own. In line with
these arguments, Reitzig and Sorenson (2013) demonstrated that middle managers are biased in
favor of ideas from their division. These findings align with the not-invented-here syndrome, in
which groups believe they have a monopoly on knowledge, reject outside ideas, and promote
their unit (Katz & Allen, 1982). While we expect in-group biases in idea evaluation, blinding
counteracts them and thus reduces evaluation scores for ideas originating in the same unit as
the evaluator.

Hypothesis (H3). Innovation managers rate ideas that are proposed by employees
from the same organizational unit lower in blind evaluation.
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2.5 | Blind to help people outside the location in idea evaluation?

Being in the same unit does not always imply sharing a location, which indicates that location
and unit need to be analytically separated. However, similar arguments apply. A shared loca-
tion typically implies a greater mutual understanding of cultural aspects and speaking the same
language (metaphorically or literally). This makes ideas from colocated proposers and evalua-
tors more relatable and accessible, reducing the cognitive burden when evaluating ideas. More-
over, identification and a sense of togetherness among colocated employees may trigger
favoritism, like in-group bias. Feeling a closer emotional association with colleagues from the
same location, evaluators may pay special attention to their ideas or give them the benefit of
the doubt. Research on idea evaluation has found such tendencies to favor colleagues from the
same location (Reitzig & Sorenson, 2013). Studies in international business have illustrated this
at the firm-level, where a home country bias in R&D activities exists (Belderbos, Leten, &
Suzuki, 2013). Blinding may thwart this inclination, resulting in lower evaluation scores for
ideas from the same location.

Hypothesis (H4). Innovation managers rate ideas that are proposed by employees
located in the same country lower in blind evaluation.

3 | AFIELD EXPERIMENT IN A MULTINATIONAL
COMPANY

Our field experiment tests the hypotheses in a real-world setting where managers have a stake
in their decisions. We asked innovation managers at our partner company—a leading multina-
tional company in the information and communication technology sector—to evaluate
employee ideas proposed through the company's idea management system. We experimentally
varied whether information on the idea proposer was blinded or not. The experiment was
preregistered at the American Economic Association RCT Registry under the ID AEARCTR-
0005439.°

3.1 | Participants

We recruited participants from the formal network of innovation managers operated by our
industrial partner's internal accelerator. Like regular venture capitalists, the accelerator looks to
develop employee ideas into new businesses and offers intrapreneurs funding and access to
company personnel, expertise, and partnerships. The accelerator's process has several stages.
Our field experiment is situated at the very beginning of that process—where innovation man-
agers review and evaluate employees' initial ideas. The network of innovation managers con-
sists of volunteers and all employees can apply, irrespective of position, unit, or location. Once
accepted into the network, employees go through a short, formalized training on (a) user-gener-
ated, design-driven innovation, (b) the company's idea management system, and (c) business

Note that we preregistered our study after the experiment started, but before we retrieved or inspected any data. The
preregistration can therefore be classified as a registration prior to any human observation of the data (as defined in the
OSF preregistration template, available at https://osf.io/prereg).
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coaching. One task of the newly trained innovation manager is to support idea proposers in
developing and improving their ideas. Most importantly for our study, the innovation managers
regularly evaluate and give feedback on early ideas and recommend mature ideas for the comp-
any's internal funding process. When making a recommendation, they use the same criteria we
employ in the experiment (see Section 3.5). Sixty innovation managers signed up for our experi-
ment, thirty-eight completed it (63.3%), and eight evaluators (13.3%) started the idea evaluation
but did not finish it.

Neither the innovation managers evaluating the ideas nor the employees proposing them
were aware that their evaluations or ideas were part of an experiment. Instead, we
communicated—in line with the messages of the internal accelerator—that the evaluations
were an additional input to the company's effort to unlock the intrapreneurial spirit and
improve idea evaluation. Even our contact persons were not aware of our exact research inter-
est. We took great care not to reveal our research question or experimental manipulation to
avoid experimenter demand effects (Rosenthal, 1966).

3.2 | Evaluation task

We used the survey tool Qualtrics to design an online evaluation interface, customizing its flow
and visual appearance. We mirrored our industrial partner's corporate design to maximize the
integrity and credibility of the online idea evaluation as an important organizational task. After
a brief welcome screen, each idea was presented on an individual evaluation screen containing
(in this order): a short request to evaluate the idea, information on the idea proposer depending
on the treatment (see Section 3.3), the idea title, the idea description, five questions to rate the
ideas (see Section 3.5), and a text field for open comments. We provide a stylized illustration of
the idea evaluation screen in Figure 1 and the survey flow in Figure A1.*

Each innovation manager was asked to evaluate 48 ideas. The ideas came from a larger pool
of ideas through the company's idea management system, an online platform where employees
can submit ideas and interact with others to refine them. It is an important tool in our partner's
innovation process. Ideas are evaluated regularly, and there is a budget specifically for their
development. Evaluating these ideas is thus the first step toward possible larger, impactful
investments down the line.

For our experimental manipulation (blinding) to work credibly, we needed early stage ideas
unknown to the participants. Therefore, we considered only the 412 ideas proposed in the
6 months before our study. We left titles and descriptions unchanged.’ In terms of content,
most of the ideas were categorized under four headlines: autonomous vehicles (124 ideas),
design thinking (87 ideas), logistics (86 ideas), and smart manufacturing (64 ideas). On average,
the ideas had 120.24 words and received 3.21 comments. This shows the ideas had not received
much attention prior to our experiment. We cannot share idea details or concrete examples
because they are proprietary.

We received 1,942 idea evaluations; 1,824 (38 evaluators X 48 ideas) from innovation man-
agers who finished the idea evaluation, and 118 from those who did not finish. We excluded

“Sections, tables, and figures with an “A” (e.g., Section A3, Table A1, Figure A7) are in the online appendix.

5In total, we retrieved 570 ideas that had been submitted between February 6, 2019, and October 7, 2019. Besides
restricting the time frame (from April 8, 2019, to October 7, 2019), we took additional steps in selecting ideas. These
steps are described in Section A2.
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Field experiment Online experiment
Please evaluate the following idea. This idea was submitted by: ANNE This idea was submitted by: N/A
SUBMITTED BY SUBMITTED BY Plan your gardening app
[Name of proposer] N/A The pandemic and pollution definitely make "backyard revolution" a real plan.
[Subunit of proposer] Now more people are planning to plant their own vegetables or crops in their
[Location of proposer] backyard. However, new gardeners are often left alone once they received the
seeds: When to seed? Bed preparing? Transplanting? Harvesting? Even
[Tdea title] experienced gardeners can get caught in a messy situation if there is a variety of
species. While not everyone has a green-finger expert in the neighborhood to help
[Idea description] out, how can we make it possible?
L]
On ascale of 1 to 7 (1 lowest to 7 highest), please rate different aspects of this On ascale of 1 to 7 (1 lowest to 7 highest), please rate different aspects of this
idea. You can scroll over the items to see a short definition. idea. You can scroll over the items to see a short definition.
1 7
2
Desibility (0 0 O O O O O Desimbity O O O O O O O
Fesibity 00 0 0 O O O O Feasibiliy O O 0O O 0O 0O 0O
Viability OooOooOoaGoao Viability ooooooao
On ascale of 1 to 7 (1 lowest to 7 highest), please assess the overall quality of On ascale of 1 to 7 (1 lowest to 7 highest), please assess the overall quality of
this idea this idea A -
1 7
Ovenllquliy 0 O O O O O O Overall quatity & 0 0 5 0 H 0
Would you like to promote this idea to proceed to the next round? Would you like to promote this idea to proceed to the next round?
[JYes []No l:JYes DNo
For a short optional comment, please use the space below. For a short optional comment, please use the space below.

FIGURE 1 Stylized idea evaluation screen of field experiment and online experiment (non-blind condition
left and blind condition right).

seven evaluations that were completed in less than 8 s. Our main sample contained 1,837 idea
evaluations because in 98 cases the innovation managers did not rate the ideas on our main
dependent variable.

3.3 | Treatment conditions

We used two conditions: blind evaluation, in which the innovation manager received no infor-
mation about the idea proposer (“Submitted by: N/A”), and non-blind evaluation, in which the
innovation manager received information about the idea proposer (name, unit, geographical
location). We used a within-subject design in which each innovation manager evaluated ideas
under both conditions.

3.4 | Randomization

Each innovation manager evaluated 48 ideas, which we randomly picked from the idea pool.
To ensure each innovation manager evaluated ideas from employees with diverse back-
grounds, we relied on stratified random assignment. Each idea was assigned to one of 20 strata
based on the proposer's gender (2 strata) and unit (10 strata). We then randomly picked ideas
from each stratum using a built-in function in Qualtrics. The number of ideas picked from
each stratum was roughly proportional to the stratum size, although we oversampled small
strata. After ideas were randomly picked, we randomized the evaluation order and blinded
the evaluators at random.
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3.5 | Variables
3.5.1 | Dependent variables

As specified in the pre-analysis plan, we used Overall score as our main dependent variable. For
each idea, evaluators were asked: “On a scale of 1 to 7 (1 lowest to 7 highest), please assess the
overall quality of the idea.” In robustness checks, we used alternative-dependent variables regu-
larly used at our partner firm (see Section A3).

3.5.2 | Treatment variable

We used an indicator variable Blind that switched to 1 if an evaluator evaluated an idea in the
blind condition.

3.5.3 | Moderator variables

To test (H2), Female proposer switched to 1 if an idea was proposed by a woman. We coded gen-
der based on name matching. If name matching did not yield a clear match, we consulted inter-
nal documents from our partnering firm to resolve ambiguity.

To test (H3), Same unit switched to 1 if an idea proposer was part of the same division, func-
tion, or geographical market as the innovation manager evaluating the idea. At our industrial
partner, each employee belongs to one and only one division, function, or geographical market.
We determined the employee's position based on an internal code, which we retrieved from the
company's intranet.

To test (H4), Same location switched to 1 if an idea proposer was in the same country as the
evaluator. We coded the location from the employees’ addresses in the internal records.

4 | RESULTS

Table Al provides an overview of the variables and their correlations. It shows that 50.2% of the
ideas were rated in a blind evaluation and that 16.7, 12.9, and 9.5% came from a female pro-
poser, the same unit, and the same location, respectively. On average, the ideas received an
Overall score of 3.32. There was only modest consensus among the evaluators. In 20.75% of the
cases, they agreed on the rating and the intraclass correlation coefficient for the ideas was
0.1496 (one-way random effects model).

As a first step, we conducted mean comparisons between the treatment conditions. Table 1
reveals that the difference was small (0.0636), and ¢ tests failed to reject that blind and non-
blind evaluation produce the same mean outcomes. For innovation outcomes, it is also impor-
tant to consider extreme outcomes in the tails of the distribution. Figure A2 shows that the dis-
tributions of Overall score exhibit no clear differences between the blind and non-blind
condition, either in the middle or in the tails. Overall, these first results provide no support
for (H1).

To test our hypotheses more conclusively, we ran a series of ordinary least squares estima-
tions that linked the Overall score that idea i received from innovation manager j to a treatment
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TABLE 1 Mean comparison of treatment conditions in field and online experiment

DV: Overall Field Online experiment— Online experiment—
score experiment Within design Between design
Non-blind condition 3.353 4.666 4.575

Blind condition 3.289 4.608 4.587

Difference 0.0636 0.0580 —0.0123

t-statistic 0.90 1.62 —0.34

p-value 0.37 0.10 0.74

N 1,837 7,332 7,331

indicator Blind and fixed effects for the idea, the evaluator, and the display order. For (H2) to
(H4), we also included variables indicating ideas from a Female proposer, the Same unit, and
the Same location and a series of interaction terms with the treatment indicator. Because we
could not separately blind one characteristic of an idea proposer (e.g., gender), we estimated
their effects in one model®:

Evaluation score; = f, + p,Blindjj + f,Female proposer; + f;Same subunit;;
+ pySame location;; + fsBlind;; * Female proposer; + f¢Blind;;
«Same subunit; + f;Blind;; x Same location;; + pgIdea FE;
+ poEvaluator FE; + f3,,Order FEj; + €;;.

Table 2 reports the regression results. Despite strong theoretical priors, we found no support
for any of the hypotheses. On average, innovation managers rated the ideas only 0.0989 points
lower (95% CI [—0.2241, 0.0264]) in the blind evaluation, providing no support for (H1). Regard-
ing (H2), ideas from female proposers were rated only 0.109 points higher (95% CI [-0.1877,
0.4063]) in the blind evaluation. Regarding (H3), overall scores for ideas from the same unit
exhibited practically no difference between the treatment conditions (point estimate of 0.0258;
95% CI [—0.4166, 0.4682]). Regarding (H4), ideas from the same location were rated even higher
in the blind condition (by 0.145 points; 95% CI [—0.2493, 0.5387]). Overall, we found no support
for our hypotheses in any of the three different analytical approaches: (a) mean comparisons
and ¢ tests, (b) visual inspection of distribution graphs, and (c) regression analyses.

41 | Post hoc analyses: Exploring and replicating the null finding

In line with SMJ's guidelines, we assessed the robustness of our null finding in post hoc
analyses using several alternative operationalizations, samples, and estimation techniques
(see Section A4). The results hold when accounting for (a) alternative dependent variables, (b)
differences in evaluation effort, (c) sample size and power, (d) idea quality, (e) distributional
effects, (f) demand effects, (g) alternative time thresholds, and (h) experimental hurdles.

®We used the outlined model to test (H2) to (H4). To test (H1), we restricted the model to include only Blind and the
fixed effects.
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TABLE 2 Regression analyses for field and online experiment

Online experiment— Online experiment—
Field experiment Within design Between design
DV: Overall score @) ) 3) ) 5) (6)
H1: Blind —0.0989 —0.133 —0.0629 0.0124
(119) (.0770) (.0497) (.717)
Female proposer —0.401
(.583)
Same subunit 0.170
(:280)
Same location —-0.235
(.211)
H2: Blind x female 0.109
proposer (.462)
H3: Blind X same 0.0258
subunit (.907)
H4: Blind x same 0.145
location (.463)
H2: Female name 0.0696 —0.00273
(.0877) (:948)
H2: Male name 0.0562 —0.0221
(.129) (.603)
Constant 2.696 2.703 4.947 (.000)  4.884 4.860 4.873 (.000)
(.000) (.000) (.000) (.000)
Evaluator fixed Yes Yes Yes Yes No No
effects
Idea fixed effects Yes Yes Yes Yes Yes Yes
Order fixed effects Yes Yes Yes Yes Yes Yes
N 1,837 1,837 7,314 7,314 7,304 7,304
R? 4049 4074 1176 1176 1066 1066

Note: Experiment and experimental design are given in the column headers. p-Values in parentheses are based on SEs clustered
at the evaluator level. In the online experiment, we randomly assigned female and male names to the ideas. Therefore, we did
not need to specify an interaction. Instead, the main effects of Female name and Male name give the difference between
assigning female and male names and the blind condition, our baseline.

We conducted an additional online experiment on Prolific to address intractable challenges
from the field experiment, detailed in Section A5. We replicated the field experiment as closely
as possible, while also addressing its limitations. First, we increased the sample size and statisti-
cal power by recruiting 1,543 participants. Second, we reduced the number of ideas per evalua-
tor to 10 and incentivized the participants with above-average compensation (yielding 14,663
evaluations). Third, we ensured high and constant idea quality by using successful ideas from
crowdfunding and standardizing them in terms of length and presentation. Fourth, we repli-
cated the within design of the field experiment and complemented it with a between design
(in which evaluators evaluate only blinded or only non-blinded ideas). Fifth, we focused on the
proposer’s gender, the most meaningful aspect of the proposer's identity in the online setting
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and the strongest effect in the field experiment. The evaluation setup, experimental conditions,
and randomization closely resembled the field experiment.

We took the same steps to analyze the data as in the field experiment: mean comparisons,
distribution graphs, and regression analyses. Table 1 shows that the mean differences were
small (0.0580 and —0.0123) and ¢ tests failed to reject that blind and non-blind evaluations pro-
duce the same mean outcomes.” Figure A3 shows no notable differences between blind and
non-blind evaluations and between the two experimental designs. Table 2 shows that blind
evaluations were slightly lower in the within design (—0.0629; 95% CI [—0.1257, —0.0001]), but
there was no difference in the between design (0.0124; 95% CI [—0.0549, 0.0798]).% In neither
design did we find differences in the evaluation scores of ideas proposed by women or men,
compared to those in the blind condition. Overall, these results thus confirm the null finding
from the field experiment. A final vignette study, detailed in Section A6, showed that indepen-
dent participants overestimated gender bias in idea evaluation.

5 | DISCUSSION

We conducted a field experiment at one of the world's leading technology firms, where we ran-
domly assigned innovation managers to evaluate ideas in a blind and non-blind condition. Prior
research had identified biases that could distort the evaluation of ideas (e.g., Boudreau
et al., 2016; Criscuolo et al., 2017; Reitzig & Sorenson, 2013) and suggested blinding as a light-
touched intervention to remove such biases (Grohsjean et al., 2022). We build on work that has
identified gender, organizational structure, and location as sources of bias, but found no differ-
ences between blind and non-blind evaluations. This null finding was thoroughly assessed in
post hoc analyses, replicated in an online experiment, and contributes to building cumulative
knowledge in strategic management (Bettis, Ethiraj, Gambardella, Helfat, & Mitchell, 2016).

A fundamental question for strategy researchers is how to allocate resources to innovation
projects (see, e.g., Criscuolo et al., 2017; Klingebiel & Rammer, 2014; Reitzig & Sorenson, 2013).
These decisions have large consequences for companies, prompting scholarly work on how they
are made and how to keep biases out of the process. We provide experimental evidence from
one of the world's leading technology firms. Indeed, the lack of causal evidence from within-
company settings limits scholarly understanding of innovation. Most experimental research on
biases and the evaluation of intellectual work has been conducted in non-corporate settings,
particularly in academic settings (see, e.g., Blank, 1991) that may limit the application of prior
findings. One reason for the lack of corporate field experiments is that companies are generally
reluctant to grant access to internal evaluation processes and provide data on the organization's
choice set of ideas. Our industrial research partner opened their doors and provided us with an
unfiltered set of ideas they had not previously evaluated, preventing selective sampling and
success bias.

"Note that Overall score was slightly higher in non-blind evaluation for the within design, with a marginally statistically
significant difference (p = .10). The mean comparisons also support the appropriateness of the within design used in
the field experiment, as the average evaluation scores are very similar for the two experimental designs.

8Although statistically significant, the main effect of blinding in the within design is small and hardly economically
meaningful. Its statistical significance is largely the result of a larger sample.
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Considering our experimental findings and setup, we elaborate on four plausible reasons for
our null finding: (a) organizational culture, (b) selection into the experiment, (c) separation of
idea from person, and (d) shifting standards from evaluation to selection.

First, the null finding might be due to organizational culture. When we shared our results
with our industrial partner, some explained them with an engineering culture in which “ideas
matter more than people.” Our partner firm is a prestigious employer scouting globally for the
best engineering talent and using standardized hiring and selection policies, which ensures fit
with organizational culture and homogenous evaluators. However, the online experiment repli-
cated the field experiment but removed the engineering culture and increased variation in eval-
uator quality. The null finding persisted, suggesting that the organizational culture of our
industrial partner cannot explain it.

Second, selection into the experiment could lead to the null finding. Studies of hiring dis-
crimination, for instance, have found that blinding can make it harder for members of out-
groups to be hired. Blinding may prevent “positive” discrimination, in which recruiters look,
for example, to increase the number of women but can no longer be more generous toward
them (see, e.g., Behaghel, Crépon, & Le Barbanchon, 2015). The risk for our study is that people
positively inclined to give women and members of the outgroup higher evaluations would select
to be part of our experiment. However, the firm identified the group of innovation managers
participating in our experiment (limiting self-selection into the experiment). There is also no
opportunity to select into the online experiment based on being more lenient toward disadvan-
taged groups. This makes us conclude that selection into the experiment cannot explain the null
finding.

Third, blinding may be more effective when the person's identity is more tied to information
deemed critical for assessing ideas. Our null finding contrasts CV experiments in which women
with identical CVs often receive lower evaluations than men (e.g., Petit, 2007), and evidence
from entrepreneurship, where woman-led ventures are perceived as less viable (Lee &
Huang, 2018) and female-backed female entrepreneurs receive lower evaluations than men
(Snellman & Solal, 2023). In all these cases, the evaluation process is at least as much about the
person as it is about the idea, which may differ in our setting. Our null finding may arise
because the idea takes precedence over the person; the proposer's identity does not evoke infor-
mation deemed critical to idea evaluation. Even when we made the proposer's gender more
salient in the online experiment, we found no gender differences. Based on these findings, there
are good reasons to believe that blinding is not guaranteed to improve idea evaluation. It may
be ineffective if the idea proposer's identity does not unlock strong schemas that blinding could
curtail.

Fourth, people may apply different standards when evaluating than when selecting ideas,
and biases only manifest themselves in the selection. The “shifting standards model” in social
psychology (Biernat & Manis, 1994) suggests such a difference between evaluation and selec-
tion. For instance, when evaluating job candidates, a female candidate may be seen as “good
for being a woman.” However, in selection decisions where candidates (or ideas) are pitted
against each other as there are limited resources, there are usually greater biases (Joshi, Son, &
Roh, 2015; Koch, D'Mello, & Sackett, 2015). We study the evaluation of early stage ideas, which
still have a long way to go to eventual selection. The evaluators do not make the final selection
and have few budget constraints, which may reduce biases. This could explain why our results
differ from previous work focused on selection (e.g., Reitzig & Sorenson, 2013). This opens the
question of how to design evaluation and selection, as the ultimate selection requires favorable
evaluations along the way.
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We invite future research to explain why our surprising null finding occurs. We acknowl-
edge that the null finding is more robust for gender than that for organizational unit and loca-
tion because we have replicated it in the online experiment. Future research on blinding is
warranted to help explain our null finding. Our theorizing distinguished between strategic
favoritism and subconscious preferences. Blinding can only be effective against biases caused by
the withheld information. We blinded information on the idea proposer but left idea descrip-
tions unchanged. To the degree to which biases are prompted by, for example, more interesting,
exciting, and accessible idea descriptions, blinding is ineffective. Similarly, blinding could be
ineffective because the evaluator has learned about an idea before, a common complication for
academic peer review, where reviewers may have seen the paper presented at a conference. The
same can happen with ideas from the same unit or location. Future research could further
investigate such boundaries to effective blinding and the relative importance of strategic
vs. subconscious biases. Given that blinding did not improve idea evaluation in our experiment,
future research should investigate the costs of blinding. While blinding ideas is technically
straightforward and relatively costless to implement, missing out on blocked information has
opportunity costs. It reduces the potential to connect employees with similar interests and learn
from what other people are working on. After all, evaluation is not an end goal for companies
but one of many steps from an idea to a successful product. Blinding is potentially most helpful
on a smaller scale to determine whether, how, and where biases exist before scaling any idea
evaluation initiative within or across organizations.

Finally, the design and implementation of blinding may be less straightforward and more
context dependent than most studies assume. Our field experiment and the follow-up online
experiment are both “online,” in the sense of displaying information as text-on-screen. This is a
common practice to collect and assess ideas (Bayus, 2013; Beretta, 2019; Blohm, Riedl, Fiiller, &
Leimeister, 2016; Poetz & Schreier, 2012), and future research will need to investigate potential
differences between traditional idea evaluation where evaluation panels and idea proposers can
meet up at the corporate headquarters and online idea evaluation—especially in terms of the
schemas they unlock, and the potential to blind the information that prompts their unraveling.
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experiments is available at [https://osf.io/dkbpx/].
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ONLINE APPENDIX
Blinded by the Person?
Experimental Evidence from Idea Evaluation

Al. Theory: Order effects
Building on the attention-based view, scholars have likened the evaluation of ideas to a tiring
muscle—while each idea is scrutinized in the beginning, cognitive fatigue eventually makes it
difficult to uphold the same standard (Baumeister, Bratslansky, Muraven, and Tice, 1998). Such
order effects are also evident in jury evaluations in sports and entertainment, where late performers
regularly receive higher scores (de Bruin, 2005). A possible explanation is that judges form
opinions about late performers based on earlier performers, giving more (positive) weight to
unique features and making it easier for late performers to stand out (Houston, Sherman, and
Baker, 1989; de Bruin and Keren, 2003). In sum, we expect negative order effects of blinding
because source-based heuristics become more important when cognitive fatigue takes over, and
removing differentiating proposer information hurts ideas more later in the evaluation process.
Hypothesis (A1). The negative effect of blind evaluation grows stronger for ideas that are evaluated later in
the process.

A2. Field experiment: Idea selection

Employees submitted ideas through our industrial partner's dedicated idea management platform.
In total, we retrieved 570 ideas that were submitted between February 6, 2019 and October 7, 2019
to the idea management system. We eliminated 15 duplicate ideas and 5 ideas with blank idea
descriptions.

For our experimental manipulation (blinding) to work credibly, we needed early-stage ideas
that had not passed through our partner firm and ideally had not be seen by the innovation
managers before. To arrive at an appropriate set of ideas, we took the following steps:

1. We restricted the set of ideas to ideas from the past six months (from April, 8 2019 to

October 7, 2019) (excluding 39 ideas).
2. We excluded ideas that have already progressed in the internal implementation process,
e.g. by having a coach assigned to develop the idea further (5 ideas).

3. We excluded ideas that contained links or other additional material, e.g. a text document

or presentation slides (64 ideas).

4. We excluded ideas with missing information on the proposer’s gender, organizational unit

or location (12 ideas).

5. We excluded ideas that were proposed by one of the innovation managers who evaluated

the ideas (18 ideas).

A3. Field experiment: Alternative dependent variables

As specified in the pre-analysis plan and reported in the main text, we used Overall score as our main
outcome. However, we also used four alternative dependent variables. We asked the evaluators to
rate the ideas along three dimensions regularly used at our partner firm: Desirability (defined as
“The degree to which a solution to a problem addresses someone’s needs.”), Feasibility (defined as
“The degree to which a solution is possible and suitable for [pattner firm| to implement.”), and
Viability (defined as “The degree to which an idea makes business sense for [partner firm|.”). Just
as Qverall score, our main dependent variable, we asked the evaluators to rate ideas along the
dimensions on a 7-point scale. Finally, we asked the evaluators whether an idea should be
promoted to the next round— yes or no. The answer was recorded in the dummy variable Next
round.

A4. Field experiment: Post-hoc analyses
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Possible explanations for the lack of statistical support for our hypotheses are problems in the
statistical analysis or experimental setup leading to a false null finding. To assess the robustness of
our null finding, we addressed several potential concerns regarding our experiment and analysis in
post-hoc analyses.'

Alternative dependent variables. We considered alternative dependent variables to test our
hypotheses. Besides Next round as an indicator for overall idea quality, we also used Desirability,
Feasibility, and 1iability to capture specific aspects of the idea. Table A2 shows that the mean
differences between the treatment conditions were small for these alternate variables (the highest
difference being 0.0995) and t-tests failed to reject that blind and non-blind evaluations produce
the same mean outcomes. The distribution graphs, shown in Figures A4—A7, also exhibit no
differences. Finally, Models A1-A4 in Table A3 illustrate that the null finding prevails, although
the general effect of blind evaluation is slightly higher on the alternate variables, ranging from -
0.137 (95% CI [-0.2641, -0.0103]) to -0.169 (95% CI [-0.3231, -0.0151]).>

Evaluation effort. Another way to test for systematic differences between blind and non-blind
evaluation is to consider the amount of time a participant spent evaluating an idea. Potentially,
innovation managers spend more time on non-blinded ideas in online evaluation; for example, if
they come from the same unit or location. Conversely, they might spend less time on these ideas
and simply use information about the proposer as a signal for idea quality. Model A5 in Table A3
uses Effort, the number of seconds spent on an idea, as the dependent variable and shows no
systematic differences between the treatment conditions.’

Sample size and power. A more fundamental objection to our experimental design is that it is
underpowered and therefore unable to detect the effects we seek. Per good practice, we calculated
minimum detectable effect sizes prior to the experiment (Cohen, 1988), concluding that a sample
of roughly 2,000 idea evaluations would allow us to detect effect sizes between 0.670 and 1.213.*
Our estimates were much smaller (ranging from -0.0989 to 0.145), implying that we cannot expect
them to become statistically significant in our sample. However, there is merit in interpreting
estimation results beyond statistical significance. Even if a much larger sample would render our
results statistically significant, the effect sizes would still be comparatively small. Consider the
results for H2 in Model 2 from Table 2 —the largest effects we obtained. They imply that ideas
from women were rated 0.401 points lower on a 7-point scale and, more importantly, that blind
evaluation increases this rating by only 0.109 points. Even if these effects were estimated more
precisely and rendered statistically significant, they still would be rather small (especially given that
we cherry-picked the largest main effect for illustration).

Idea quality. Although we used real ideas from the company’s idea management platform and
screened them on basic criteria, we received open comments hinting at low quality. In total, we
received 644 open comments (on 339 ideas), of which 205 (on 155 ideas) expressed that the idea
was not clear enough and 137 (on 107 ideas) that the idea was not new. Low-quality ideas could
impair our results because participants might come to take the evaluation less seriously and expend
less effort. However, innovation managers spent on average 120 seconds evaluating an idea,

' We do not report all analyses that we outlined in the pre-analysis plan because some were rendered irrelevant by our
null finding. To maximize transparency, we report the results of these analyses in Tables A4 and A5. In particular, we
report all results on potential order effects in Table A5. We found no support for order effects as the negative effect
of blind evaluation was only decreased by 0.0008 points (95% CI [-0.0105, 0.0090], Model A16) with every idea that
was evaluated. We highlighted all exploratory analyses that were not in the pre-analysis plan with an asterisk.

2 We also estimated Next round with a logistic regression. Results are shown in Table A4 (Models A9—A11).

3 In our pre-analysis plan, we speculated that effort might be a mechanism driving differences between blind and non-
blind evaluation. We provide additional analyses based on this idea in Table A4 (Models A12 and A13). One notable
result is that innovation managers spent less time on each idea as the evaluation progressed (irrespective of treatment
condition), implying that fatigue kicks in eventually.

4 The effect sizes varied depending on the exact calculation; in particular, depending on the degree of correlation
between evaluations from one participant. The calculations assumed a 7-point Likert scale with a mean of 3.5 and a
common standard deviation of 1.5.



154 DANCING WITH THE DYNAMIC MACHINE

suggesting that they did consider the short idea descriptions quite carefully.” Another speculation
would be that the effects of blinding only become visible above a certain quality threshold. Having
too many low-quality ideas would then mask these effects. In Table A6, we report different models
which exclude low-quality ideas. Although some coefficients prove unstable (especially those for
female proposers), the results suggest that our null finding is not driven by low idea quality.

Distributional effects. Our experimental intervention could have distributional effects
uncaptured by averages. For instance, the evaluator may like the idea proposer and give a higher
score or dislike the proposer and give a lower score. Such behaviors would not necessarily produce
different averages between the treatment conditions, as they could cancel each other out, but they
would produce different distributions, inducing more extreme ratings in the non-blind evaluation
and thus creating fatter tails. However, Figure A2 and Figures A4-A7 do not support this
supposition. Moreover, Wilcoxon rank-sum tests failed to reject the null hypotheses that the two
distributions are equal for Overall score (p = 0.3727) and all other outcomes (p-values between
0.1520 and 0.9191).

Demand effects. Given that innovation managers evaluated ideas in the blinded and the non-
blinded condition, it is possible that an experimenter demand effect is at play. After a few
evaluations, participants could suspect the blinding as a central part of the investigation and adjust
their behavior accordingly. Were this the case, one would expect differences between evaluations
made eatly in the random sequence (before participants suspected what the experiment was about)
and late (when they might have become suspicious). To test this idea, we split the sample into early
and late evaluations in two ways—the first versus the second half and the first 10 evaluations
versus the rest. We report the results in Table A7. They show that the effect of blinding in the first
half was very comparable to that in the second half. Comparing the first 10 evaluations to the rest
shows that evaluators rated blinded ideas less favorably later, which speaks against demand effects,
in which one would expect evaluators to become fairer and react /ess to the blinding once they had
spotted it as the central research interest.

Alternative time thresholds. In our main analyses, we excluded evaluations that were
completed in less than 8 seconds to ensure that evaluators did not just randomly click through the
evaluation. At the same time, 8 seconds constitutes a relatively low bar, and quick evaluations may
introduce noise in the data. We, therefore, considered alternative thresholds and excluded the
evaluations that were in the bottom 5 percent (below 20.795 seconds) and 10 percent (below
27.126 seconds) in evaluation duration. We report the results in Table A8. The coefficients
obtained with the alternative time thresholds are very similar to those in our original sample. The
biggest change is in the main effect for female proposers, but even that remained statistically
indistinguishable from zero in all samples. The null finding thus persisted.

Experimental hurdles. Finally, as often happens when conducting fieldwork in organizations,
there were unforeseen problems. First, some innovation managers were omitted from the original
invitation and six evaluators joined after the experiment had started (five of whom completed the
evaluation). We show in Table A9 that excluding the latecomers does not change our results
(Models A42—A44). Second, 44 of our participants did not rate an idea along all five dimensions
(incomplete evaluations) and 118 evaluations came from participants who did not evaluate all 48
ideas (unfinished evaluations). In Table A9, we show that neither excluding incomplete evaluations
nor excluding unfinished evaluations changes the results substantially (Models A45—A50). Finally,
we introduced a small incentive as a reaction to low participation. We detail the introduction of
the incentive in Table A9 and provide split-sample analyses for idea evaluations completed pre-
and post-incentive (Models A51-A56). While there are some differences between the two groups,
most coefficients resemble those of the main analysis and thus do not fundamentally challenge our
null finding.

5The average given is different from that in Table A1 because here we exclude idea evaluations that took longer than
10 minutes, as they probably reflect breaks from the evaluation.
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A5. Online experiment on Prolific

As mentioned in the main manuscript, we conducted an online experiment to assess the
replicability of the null finding and address the above challenges more rigorously and
comprehensively (data and code for the online experiment will be publicly available). Replicating
the field experiment as closely as possible, we also addressed five challenges that remained
intractable in the field experiment: (a) sample size and statistical power, (b) large number of ideas
per evaluator, (c) idea quality, (d) experimental design, and (e) focus of the treatment.

First, the sample size in the field experiment may not give enough statistical power to detect
small effect sizes. We had managed to recruit 38 evaluators—an arduous task due to the low
number of qualified evaluators and the time commitment. Because participation was voluntary and
we were limited in incentivizing evaluators, the sample size was smaller than we had hoped. We
ensured sufficient statistical power for the online experiment by recruiting a much larger group of
1,543 evaluators.

Second, we asked innovation managers to evaluate 48 ideas in the field experiment resembling
the time pressure often present in online idea evaluation. At the same time, the evaluators may
have felt overburdened and, at some point, paid less attention to the evaluation task or taken it
less seriously. In the online experiment, therefore, we assigned evaluators only 10 ideas. We also
incentivized them with above-average compensation (see below).

Thitd, idea quality varied in the field experiment, which may have impaired evaluation. Recall
that our field experiment used actual ideas from employees and there is usually variation in the
quality of crowdsourced ideas (Piezunka & Dahlander, 2015). Evaluators may have paid little
attention to the idea proposer because encountering low-quality ideas eatly in the experiment
discouraged them or left them with little room to favor certain proposers. Therefore, for the online
experiment, we took high-quality ideas that had already received favorable evaluations—
specifically, crowdfunding ideas that reached their funding goal—and standardized them in terms
of length and presentation.

Fourth, the field experiment used a within design and exposed evaluators to both blinded and
non-blinded ideas, which may have introduced experimenter demand effects. The evaluators may
have become sensitive to the blinding, suspected it as the central aspect of the evaluation task, and
adjusted their behavior accordingly. If that was the case, a between design—in which evaluators
are given either only blinded or only non-blinded ideas—would yield different results. We,
therefore, ran two versions of the online experiment; one replicating the original within design and
one using a between design. We also included four questions on the perceived awareness of the
research hypothesis (PARH scale) to assess whether the observed effects are due to demand effects
(Rubin, 2016).

Fifth, we could not separately blind the proposer’s gender, unit, and location in the field
experiment. This enabled us to test multiple hypotheses and we accounted for it in the regression
analysis. But because blinding affected multiple facets of the proposer’s identity, the treatment
could have several—potentially countervailing—effects. Therefore, we went one step further in
the online experiment and focused solely on the proposer’s gender. Gender is the most meaningful
aspect of the proposer’s identity in the online setting, and gender biases are thought to operate
more generally than the in/out-group biases underlying H3 and H4. In addition, gender is easily
evoked online and thus made for the “cleanest” treatment possible.

Participants

We recruited participants on Prolific, a platform that helps researchers recruit from a pool of
registered and screened participants. Due to its high data quality, Prolific is considered one of the
most reliable such platforms (Peer, Brandimarte, Samat, & Acquisti, 2017). It allows researchers
to sample participants based on demographic criteria; we recruited participants who (a) are located
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in the US or UK, (b) have completed at least technical or community college,’ (c) are employed
(full- or part-time), and (d) work as either 2 manager (junior, middle, or upper) or researcher.” We
focused on participants from the US and UK to ensure that they can easily determine the gender
of the names we provided (more below). We used the filters on education, employment status, and
occupational role to recruit participants who (potentially) have some experience in evaluating ideas
and deciding on them. Given the focus on gender, we recruited a gender-balanced sample.

To calculate the appropriate sample size, we performed power calculations and used
information from the field experiment about effect sizes and intraclass correlations. Given the
small effect sizes in the field experiment, we set for a minimum detectable effect (MDE) of 0.2.
The resulting sample size thus provides us with enough statistical power to detect an effect of
moving from, for example, 4.1 to 4.3 on a seven-point Likert scale. Any effect smaller than this
seems hardly (economically) relevant. The power calculations revealed that we would need 1,308
participants (327 per condition in two experiments), but we expanded the data collection to 1540
participants (385 per condition). As usual in online studies, we used an attention check to ensure
data quality (Oppenheimer, Meyvis, & Davidenko, 2009);® we excluded from our analysis the 4.5
percent of the participants who failed. The final sample had 1473 participants (49.0% female;
average age = 35.97 years), yielding an effective MDE of 0.19. We provide descriptive statistics on
the participants in the first column of Table A10. Most work full-time (86% vs. 14% part-time) in
a management position (90% vs. 10% researchers), are based in the UK (65% vs. 35% in the US),
and possess at least an undergraduate degree (87% vs. 13% with technical or community college).
On average, participants have almost 15 years of working experience.

We obtained 10 evaluations from each participant, resulting in 14,730 (1473 evaluators * 10
ideas). As in the field experiment, we excluded 67 evaluations that were answered in less than eight
seconds. The final sample thus included 14,663. On average, participants spent 548 seconds (9.14
minutes) on the evaluation and received 8.04 pounds per hour (11.10 dollars) in compensation—
more than the average compensation on Prolific.

Evaluation Task

In line with our focus on crowdsourced ideas in the technology sector, we asked each participant
to evaluate 10 “ideas for apps for mobile phones.” The evaluation setup closely resembled that of
the field experiment, although we adjusted it for a non-corporate setting. We used the same survey
as in the field experiment and replicated its design, but removed the corporate design of our
industrial partner. We illustrate the evaluation screen in Figure 1 and the survey flow in Figure Al.

To ensure that ideas are high-quality and comparable, we chose 10 projects from Kickstarter’s
app category that had reached their funding goal between May 1, 2013 and April 2, 2021. We
rewrote them in a standardized format, describing the problem the application addresses and the
solution it offers in about 125 words. We list the ideas, their descriptions, and supplemental
information in Table A11.

Treatment Conditions

¢ This includes participants who have an undergraduate (BA, BSc, or other), graduate (MA, MSc, or other), or doctoral
(PhD or other) degree.

7'To ensure that the online experiment worked as intended, we pretested it with 32 participants. The pretest was
identical to the online experiment, but also asked participants to report any issues with the experiment. We used the
pretest to see how much time participants needed to evaluate the ideas and to determine a fair compensation. We
excluded participants in the pretest from the online experiment.

8 The attention check was an additional question randomly assigned to one of the ideas. We followed best practices
and Prolific’s Attention and Comprehension Check Policy to design a fair attention check (for more information, see
https://researcher-help.prolific.co/hc/en-gb/articles/360009223553-Prolific-s-Attention-and-Comprehension-
Check-Policy). We wrote: “It is important that you pay attention. To show that you did, please select ‘Somewhat
disagree’ when asked about it.” Then we asked: “Based on the text above, what have you been asked to answer?”
Participants were given the statement “It is important to pay attention” and a five-point scale (“Strongly disagree” to
“Strongly agree”).
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The online experiment focused on blinding the idea proposet’s gender. The effect of gender was
strongest in the field experiment and gender is meaningful in the online context. It is more
meaningful and less abstract than imagining organizational structures, which would be needed to
test effects of unit and location (H3 and H4). Compared to blinding multiple pieces of information
simultaneously, focusing on gender clarifies the treatment—that is, exactly what information is
withheld.

Like the field experiment, the online experiment had two conditions: blind evaluation, in which
participants received no information about the idea proposer and non-blind evaluation, in which
patticipants received the (fictional) proposer’s name (for example, “This idea was submitted by:
Anne”). Consistent with our focus on gender, the non-blind condition provided only the
proposer’s name (in the field experiment, it also provided unit and location). We chose five clearly
female names (Emily, Anne, Kristen, Allison, and Sarah) and five clearly male names (Greg, Todd,
Brad, Matthew, and Neil) and randomly allocated them to the 10 ideas. These names are of similar
socioeconomic status and evoke the same race (Bertrand and Mullainathan, 2004), holding
constant other factors that might affect evaluation.” The proposet’s name thus mainly signals his
or her gender. To attract attention, the names were printed in bold and highlighted in yellow and
we found in pretests that participants were paying attention to them."’

We ran two versions of the online experiment, which differed in how we assigned the
treatment conditions. First, we replicated the field experiment and used a within-subject design:
participants evaluated ideas under both conditions, randomly blinded for the proposer of some ideas,
but not of others. Second, we used a between-subjects design to investigate whether the experimental
design changes the results. Participants were randomly assigned to evaluate @/ ideas in either the
non-blind or blind condition.

Randomization

In a first step, each participant was randomly assigned to an experimental design: within or
between. For the between design, he or she was then assigned randomly to either blind or non-
blind evaluation. For the within design, information about the idea proposer was withheld at
random for some ideas. In both cases, we randomized the order of the ideas to control for order
and sequence effects (Bian et al., 2021; Criscuolo et al., 2021). We also randomly assigned (fictional)
proposers to the ideas. In the field experiment, we knew the e/ identity of the proposer whom
we randomly blinded. In the online experiment, however, we randomly assigned names to the
ideas. Since all participants evaluate all 10 ideas, we did not need to pick ideas from a larger pool
as in the field experiment. However, we randomly added the attention check question to one of
the ideas.

Table A10 provides balance checks for the experimental designs (within vs. between; Columns
2—4) and the experimental conditions in the between design (non-blind vs. blind; Columns 5-7).
There are almost no significant differences in the groups’ demographics, as indicated by low t-
statistics and high p-values."" The groups are thus well balanced, and we find that randomization—
for both experimental design and treatment condition—worked as intended. This makes it
unnecessary to add demographic controls for the participants in the estimations and implies that
mean comparisons among the groups are informative.

Variables

9 To ensure that potential differences in the inferred socio-economic status do not affect our results, we also ran a
model in which we controlled for socioeconomic status (proxied by mother’s education associated with the names,
see Bertrand & Mullainathan, 2004). The results are robust to this inclusion and available upon request.

10We did informal pre-tests with ten people from one of our home institutions. We presented the participants the
evaluation screen and asked them to evaluate a few ideas. In a short follow-up interview, we asked them about their
general experience and whether they had recognized the idea proposet’s name.

1 The exception is that there are significantly more participants with a graduate degree in the within design than in
the between design (p = 0.0219). However, there is little reason to believe that this one imbalance causes any systematic
bias in our results.
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Dependent variables. We used the same dependent variables (with the same scales) as in the field
experiment; Overall score, Desirability, Feasibility, 1/iability, and Next round. As in the field experiment,
Overall score is the main dependent variable. We adjusted the wording of the questions slightly to fit
the online context. The items were defined as follows:
Desirability: The degree to which a solution to a problem addresses someone's needs.
Feasibility: The degree to which a solution is possible and suitable to implement.
Viability: The degree to which an idea makes business sense.

Treatment variable. As in the field experiment, we used the dummy variable Blind to indicate
that a participant evaluated an idea in the blind condition.

Independent variables. Because we randomly assigned male and female names to the ideas,

ideas and idea proposers are not fixed pairs (as they were in the field experiment) and we do not
need to specify an interaction to analyze the effect of blinding. Instead, we compare assigning male
and female names to the blind condition, captured by the indicator vatiables Fewale name and Male
nane.
Additional variables. To investigate potential experimenter demand effects, we included the
established perceived awareness of research hypothesis scale (PARH scale; Rubin, 20106) in the exit
survey. This is a self-report measure with four items measured on a seven-point Likert scale. To
measure the degree to which participants believed they had an understanding of the research
hypothesis, we included the established perceived awareness of research hypothesis scale (PARH
scale) by Rubin (20106) in the exit survey of the online experiment. The scale has four items and
participants were asked to which degree they agreed or disagreed with the following statements:

1. Iknew what the researchers were investigating in this research.

2. I'wasn’t sure what the researchers were trying to demonstrate in this research.

3. Ihad a good idea about what the hypotheses were in this research.

4. I was unclear about exactly what the researchers were aiming to prove in this research.
Participants responded to these questions on a seven-point Likert scale ranging from strongly
disagree (1) to strongly agree (7). Items two and four were reverse coded and individual item scores
were averages in a single overall PARH score. High PARH scores mean that participants believe
they had a good idea of the research hypothesis. We also asked an open-ended question (“What
do you think this study was about?”) to elicit whether they knew what we sought to test.

Results

Table A12 provides an overview of the variables and their correlations for the two versions of the
online experiment. In general, the numbers ate very comparable across designs. In both
experiments, exactly 50 percent of the ideas were rated in a blind evaluation and 25.1 and 24.9
percent of the ideas were assigned a female name. These numbers confirm that random assignment
worked technically. Compared to the field experiment, the ideas received higher scores on all
dimensions (Owverall score, Next round, Desirability, Feasibility, and Viability), showing that the ideas in
the online experiment were perceived to be of higher quality than those in the field experiment.
For Overall score, the ideas in the online experiment received an average of 4.64 (within design) and
4.58 (between design), whereas the ideas in the field experiment received an average of 3.32. Similar
to the field experiment, there was relatively little consensus among the evaluators who agreed on
the rating in 19.28% of the cases. The intraclass correlation coefficient for ideas was 0.0951 (two-
way random effects model).

We took the same steps to analyze the data as in the field experiment. First, we conducted
mean comparisons of the non-blind and blind conditions for both the within and between designs.
Table A13 shows that the differences, as in the field experiment, were small (the highest difference
being 0.0580) and t-tests failed to reject that blind and non-blind evaluations produce the same
mean outcomes. We find that Overall score was slightly higher in non-blind evaluation for the within
design, with a marginally statistically significant difference (p = 0.10). The mean comparisons also
support the appropriateness of the within design: Table A13 shows that the average scores in the
blind condition are very similar for the two experimental designs. Assuming that blind evaluation
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in the between design reflects a baseline of the idea’s “true” value (because participants evaluate
ideas in the absence of any proposer information), this result shows that the blind condition in the
within design does a good job of replicating this baseline. That, in turn, validates the within design
used in the field experiment. Next, we compared the distribution of Owerall score graphically in
Figure 3. The four distributions look almost identical and show no notable differences between
blind and non-blind evaluations and between the two experimental designs. Again, Wilcoxon rank-
sum tests failed to reject that the distributions are equal (p = 0.0769 for within design, p = 0.8251
for between design)."

Finally, we ran OLS estimations to test the effect of blinding in a regression setup. We used
the treatment indicator Blind to test the main effect of blinding (H1). To test the effect of assigning
a female or male name to the idea (H2), we used the dummy variables Female name and Male nane.
We use the blind condition as a baseline and compare the effect of assigning a female or male
name to this condition. Given that we randomly assigned the proposer names to the ideas (and that
proposers and ideas are not fixed pairs as in the field experiment), we did not specify an interaction,
but the main effects of Female name and Male name give the difference between presenting female
and male proposers and the blind condition. As in the field experiment, we included fixed effects
for the idea and for the display order. Note that including fixed effects for the evaluator is possible
only in the within design because there is no within-evaluator variation in blinding for the between
design.

We report the estimation results in Table A14. In the within design, we find that ideas get
slightly lower ratings in blind evaluation. However, the effect is small (point estimate of -0.0629;
95% CI [-0.1257, -0.0001]) and hardly economically meaningful. Its statistical significance is largely
the result of a larger sample. In the between design, we find no difference between blind and non-
blind evaluation (point estimate of 0.0124; 95% CI [-0.0549, 0.0798)). In neither design do we find
differences in the evaluation scores of ideas proposed by women or men, compared to those in
the blind condition. Wald tests for the equality of the coefficients of Female name and Male name
show no differences. This pattern holds for all dependent variables—we find that assigning female
or male names does not affect idea evaluation.”

We thus found some support for H1 that ideas are rated lower in blind evaluation. However,
the effect is small and statistically distinguishable from zero only in the within design. We found
no evidence for H2 that the gender of the idea proposer matters for evaluation scores. Overall,
the results from the online experiment confirm the findings from the field experiment.
Independently of the experimental design, we find no meaningful differences between blind and
non-blind evaluation. Moreover, assigning female or male names to the ideas did not change
evaluation scores compared to the baseline of blind evaluation, which is in line with the field
experiment, in which blinding had no significant effect on female proposers’ evaluation scores.
Table A16 summarizes the key estimates across the field and online experiment and underlines the
consistency of their results.

Post-hoc analyses

Although the between and within designs yielded similar results, suggesting that experimenter
demand effects did not drive our results, we further scrutinized such effects. We also analyzed
whether our results were shaped by evaluator gender and tested alternative time thresholds.

Ruling out demand effects. We investigated potential demand effects through the PARH score
to analyze whether participants believed they understood our hypotheses. Participants had an
average PARH score of 4.18 in the within design and 4.20 in the between design. These averages
are close to the midpoint of the seven-point scale and do not suggest that participants had a clear
idea of our hypotheses. More importantly, the difference between the two designs is tiny and is

12 We produced distribution graphs for the alternative dependent variables Nexz round, Desirability, Feasibility, and
Viability and show them in Figures AG to A9. They also exhibit no notable differences between the two conditions,
which is supported by Wilcoxon rank-sum tests (p-values between 0.2564 and 0.6819).

13 We report the results for the other outcomes (Next round, Desirability, Feasibility, Viability) in Table A15.
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statistically indistinguishable from zero (p = 0.8348), which shows that participants did not
perceive the hypotheses as more obvious in the within design. Supporting this, participants in the
blind condition of the between design, who by design cannot know the hypotheses, had a PARH
score statistically indistinguishable from that of participants in the non-blind condition (4.19 vs.
4.20; p = 0.9145). This shows that even if participants thought they understood the hypotheses
reasonably well, they thought so irrespective of whether they could or could not actually know.
We also reviewed the participants’ open-text answers on what they thought the study was about.
Out of the 268 cases in which participants were confident they knew the research hypothesis
(defined by a PARH score greater than or equal to 6), only 3 (1.12%) were correct. Overall, these
additional analyses prompt little concern for experimenter demand effects.

Evaluator gender. Female and male evaluators may react differently to proposers of the same
and different gender. We tested this by including a dummy variable Fewzale evaluator and interacting
it with Female name and Male name. We report the results in Table A14. We found no different
reaction to female and male names among female and male evaluators. However, female evaluators
evaluated the ideas more favorably in general.

Alternative time thresholds. As in the field experiment, we again considered alternative time
thresholds and excluded the evaluations that were in the bottom 5 percent (below 13.439 seconds)
and 10 percent (below 16.754 seconds) in evaluation duration. We report the results in Table A17.
Again, the coefficients only vary slightly across the samples and the null finding is robust to using
alternative time thresholds.

Online experiment conclusion

The online experiment circumvented many challenges that were intractable in the field experiment.
We ensured a sufficiently large sample and statistical power, higher and more constant idea quality,
and fewer ideas per evaluator. We still found no differences between blind and non-blind
evaluation, thereby supporting the null finding of the field experiment. Another advantage of the
online experiment is that it helps rule out that the field experiment’s null finding resulted from its
design. We found no differences between the within and between designs and replicated the null
finding with a “cleaner” treatment that focused only on the proposer’s gender.

AG. Vignette study of expected effect sizes

The field and online experiment results suggest that blinding has little or no effect on idea
evaluation. We found no differences between blind and non-blind evaluations. The null findings
contradict our theorizing, as outlined in the pre-analysis plan and main text. We conducted a final
vignette study to critically review our theoretical priors and investigate common beliefs about
biases in idea evaluation. We presented participants the experimental design of the online
experiment and asked them to estimate the gender difference in evaluation scores.

Participants

We again recruited participants on Prolific. As we were looking for highly educated and
independent participants, we recruited 213 participants holding or pursuing a doctorate degree
who reside in the US or UK and have not participated in the online experiment (58.7% female;
average age = 29.92 years). On average, participants took 112 seconds (1.93 minutes) and we paid
them 20.46 pounds per hour (28.25 dollars)."* We also incentivized them with a bonus payment of
1 pound for the 25% of the most accurate guesses.

Estimation task

We gave participants complete information about our online experiment and its design and then
asked them to guess the average evaluation scores for ideas proposed by men and women. We
used the following instructions to ask the participants about their estimations: “In a previous study
we asked evaluators to rate ten new app ideas. The name of the idea proposer was shared with the
evaluator. As we wanted to explore the impact of gender on how new app ideas are evaluated, we

14 We eliminated one obvious outlier when calculating the average duration.
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randomly assigned either a male (Greg, Todd, Brad, Matthew and Neil) and a female (Emily, Anne,
Kiristen, Allison and Sarah) name to each idea. The example below shows how new app ideas were
presented to evaluators.” We then provided an example of the evaluation screen in the online
experiment (similar to the right side of Figure 1). The estimation screen is shown in Figure A11.
This screen automatically calculated the difference as the participants moved the slider across the
continuous scales.

Results

On average, participants estimated that the evalaution scores would be 4.59 (S.D. = 0.90) for ideas
with a female name and 5.24 (S.D. = 0.88) for ideas with a male name. Participants thought the
difference would be 0.65 in favor of men."” We provide the whole distribution of the estimates in
Figure A11. We also analyzed whether men and women made different estimations and found that
women estimated the difference to be significantly bigger (0.89 for women vs. 0.30 for men).
Vignette experiment conclusion

The independent participants” expectations about gender biases in idea evaluation were close to
our own priors. However, they stand in sharp contrast to our findings from the online experiment,
in which we discovered no difference in evaluation scores for women and men. Even when
independent participants knew our exact design and measures, they overestimated the difference.
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Distribution - Overall Score

Non-Blind Condition Blind Condition

Frequency
Frequency

Overall Score Overall Score

FIGURE A2 Field experiment: Graphic compatison between treatment conditions
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Distribution - Next Round

Non-Blind Condition Blind Condition
600 600
400 400
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c c
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w w
200 200
0- 0-
No Yes No Yes
Move to Next Round Move to Next Round

FIGURE A4 Ficld experiment: Graphic compatison between treatment conditions (Next
round)
Distribution - Desirability

Non-Blind Condition Blind Condition
o)
[
[
§
w
1 2 3 4 5 6 7 1 2 3 4 5 6 7
Desirability Score Desirability Score

FIGURE A5 Field experiment: Graphic comparison between treatment conditions (Desirability)
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Distribution - Feasibility

Non-Blind Condition Blind Condition

Frequency
Frequency

1 2 3 4 5 6 7 1 2 38 4 5 6 7
Feasibility Score Feasibility Score

FIGURE AG Field experiment: Graphic compatison between treatment conditions (Feasibility)

Distribution - Viability

Non-Blind Condition Blind Condition
200 200

Frequency

1.2 3 4 5 6 7 1.2 3 4 5 6 7

Viability Score Viability Score

FIGURE A7 Field experiment: Graphic compatison between treatment conditions (Viability)
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We would like you to guess how evaluators rated ideas when proposed by a man, and when
proposed by a woman.

Low High
1 2 3 4 5 6 7

What average score do you think evaluators gave the ideas when a man proposed the
idea? (1=low and 7=high).

392

O

What average score do you think evaluators gave the ideas when a woman proposed the
idea? (1=low and 7=high)4
1.88

O

Your guess:
Male names received 2.04 points higher evaluations than female names.

The difference between males and females is automatically calculated. The most accurate
estimates will receive a bonus. You will get a bonus of one euro if you are among the
25% most accurate guesses.

FIGURE A12 Vignette study: Screenshot of the estimation screen
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FIGURE A13 Vignette study: Kernel density of estimated evaluation scores
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TABLE A5 Field experiment: Preregistered analyses on order effects
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Order effects Non-linear order effects
(DV: Overall score) (DV: Overall score)
(A16) (A17) (A18)
H1: Blind -0.0744 -0.240 -0.0723
(0.562) 0.172) (0.572)
Order -0.00616 -0.0142
0.117) (0.296)
HA1: Blind x Order -0.000782 0.0199
(0.873) (0.188)
Order? 0.000169
(0.526)
Blind x Order2 -0.000430
(0.154)
Second 10 -0.0581
(0.680)
Third 10 0.0178
(0.913)
Fourth 10 -0.266
(0.0758)
Fifth 10 -0.122
(0.500)
Blind x Second 10 0.0949
(0.540)
Blind x Third 10 -0.141
(0.493)
Blind x Fourth 10 0.104
(0.620)
Blind x Fifth 10 -0.211
(0.349)
Constant 2.493 2.549 2.436
(0.000) (0.000) (0.000)
Evaluator fixed effects Yes Yes Yes
Idea fixed effects Yes Yes Yes
Order fixed effects No No No
N 1837 1837 1837
R? 0.3926 0.3933 0.3948

Notes. Dependent variables are given in column headers. P-values in parentheses are based on standard errors
clustered at the evaluator level. Orderis a count variable that recorded at what point in the evaluation process an idea
was evaluated. For example, Order would be 13 if innovation manager j evaluated idea i as the 13th idea. Model A17
contained additional squared terms for Order, and Model A18 contained a set of indicator variables grouping individual
idea evaluations by order in batches of ten (with the first ten idea evaluations as the baseline).
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Appendix

Questionnaire for Paper 1.
The mulfi-national survey
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Bringing Al to ops project

5 Markets — 1250 online interviews with decision makers/employees responsible for the
digitization / automation of processes [Quota 1]

Market Language Age span n=
China Mandarin 18-65 250
Germany German 18-65 250
India English 18-65 250
UK English 18-65 250
us English 18-65 250

5 Markets — 1250 online interviews with operations managers/employees that implement and
work with automated processes [Quota 2]

Market Language Age span n=
China Mandarin 18-65 250
Germany German 18-65 250
India English 18-65 250
UK English 18-65 250

us English 18-65 250
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Quota setting and screening questions

Thank you for taking time to participate in this survey! Completion of this survey will take about 18

minutes.

S3. What best describes your current work situation?
1 : Self-employed [CLOSE]

Full-time employed

Part-time employed (< 32 hours a week) [CLOSE]
Student [CLOSE]

Homemaker [CLOSE]

Unemployed [CLOSE]

Retired [CLOSE]

|| Other [CLOSE]

00NV WN

PROGNOTE: If working (S3 = 2). Single code
S4. What best describes the type of work that you do?

1 || White collar worker (Management/Clerical/Administrative/Office worker, etc.)

2 || Blue collar worker (skilled or semi-skilled Worker/Craftperson/Foreman, etc.) [CLOSE]

3 || Other (unskilled worker/laborers, etc.) [CLOSE]

S5 — COMPANY SIZE INTERNATIONALLY

SINGLE CODE ASK ALL

How many people, including yourself, are permanently employed by your company
internationally?

Please include all full and part time staff based at all sites of your company.

5000-9999
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[[99 ] Not sure [CLOSE] |

S6. Does the company you work for produce, offer or sell products or services to other
businesses or to consumers?

1. Yes, to other businesses

2. Yes, to consumers

3. Yes, to both

4. No [CLOSE]

3k 3k 3k 3k 3k 3k 3k 3k 3k 3k 3k 3k >k 3k 5k >k 3k 5k >k 3k 5k >k 3k 5k >k 3k 5k 3k 3k 3k >k >k 3k 3k >k 3k 5k >k 3k 5k >k 3k 5k >k 3k 5k >k >k 3k >k >k %k >k >k %k >k *k k ok

We are interested in understanding the adoption and implementation of technologies that draw
on data in order to generate new insights or to automate processes, such as Al, machine learning
and advanced analytics. This includes sophisticated applications such as prediction models, data
pattern recognition, digital assistants, image analysis software, speech and face recognition
systems, just to mention a few.

For various reasons, such as improving efficiency or increasing productivity, more and more
organisations strive to become more data oriented and introduce Al or advanced analytics in their
work processes. Sometimes this goes quite easily and sometimes hurdles are encountered.

3% 3k 3k 3k sk 3k 3k sk ok 3k sk ok 3k 3k ok 3k 3k sk 3k 3k sk 3k 3k sk ok 3k sk 3k 3k sk ok 3k sk ok 3k 3k sk 3k 3k sk 3k 3k sk ok 3k sk ok 3k sk ok ok ok ok ok sk ok ok kok

Ad1) Has your company implemented any kind of Al or advanced analytics tools?
e Yes, fully implement
e Yes, partly implemented
e Currently implementing
e No, not (yet) implemented [CLOSE]



196 DANCING WITH THE DYNAMIC MACHINE

Ad3) Which of the following best describes your work tasks?

1 |:| I am part of a technical unit with responsibility to introduce Al or advanced analytics
technologies into the company [Quota 1]

2 |:| | am part of an operational unit that uses Al or advanced analytics in our operational
processes. [Quota 2]

3 |:| I don’t have any of the work tasks described above [CLOSE]
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Main questionnaire

We are interested in your personal experience with Al or advanced analytics in your company. You
do not need to have any technical knowledge about the tools to answer these questions.

PROGNOTE: Ask all

Q1. When was the most recent initiative using AI or advanced analytics anywhere in your company initiated?
This year

1-3 years ago.

4-5 years ago.

6 or more years ago. [CLOSE]

We have never done this. [CLOSE]

Don’t know [CLOSE]

oo~

PROGNOTE: Ask all

Q2a. When was the most recent initiative using AI or advanced analytics in your unit?
This year

1-3 years ago.

4-5 years ago.

6 or more years ago.

We have never done this in my unit.

Don’t know

SRS e

PROGNOTE: Q2a 1/3.

Q3a. In how many initiatives in your unit have AI or advanced analytics been used during the last 5 years?
Less than 5.

6-10.

11-20.

21-50.

51-100.

More than 100.

oo, wN

Q2a 1/3
Q3b. Out of these [insert from Q3a] initiatives roughly how many have faced c with imp ation?
Even if you're not sure, please give your best estimate

0% -

Q4a.
In how many initiatives outside your unit have Al or advanced analytics been used during the last 5
years?
1. Lessthan 5.
6-10.
11-20.
21-50.
51-100.
More than 100.
None that | am aware of

Nooh,owd

IfQ4a>1
Q4b. Out of these [insert from Q4a] initiatives roughly how many do you think have faced challenges of any
kind? Even if you're not sure, please give your best estimate

(0] 7 — 100%
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PROGNOTE: Randomize order of Q5-Q7

PROGNOTE: Ask if Q3b or Q4b > 0. Randomize items, except last two items.
Q5. You indicated you have faced some challenges.

AI or advanced analytics challenges can sometimes be related to technology. Did your unit or company face any
of the following challenges? (Select as many as apply.)

The tools are not adequate or too difficult to use

The technology is immature and unreliable

Procurement of the technology is too costly

Dedicated software/hardware is needed

The technology cannot produce relevant insights

This kind of technology is not suitable for our industry

This kind of technology could break laws and regulations governing our industry
We do not have access to the raw data needed to use this kind of technology
Data is not structured to enable use of Al or advanced analytics

10 Data definitions are not unified across the company

11.Other technology related issue:

12.None of the above [PROGNOTE: Can only be selected as single choice]

©CeN>O AN~

PROGNOTE: Ask if Q3b or Q4b > 0. Randomize items, except last two items.
Q6. You indicated you have faced some challenges.

AI or advanced analytics challenges can sometimes be related to organizational structure. Did your unit or
company face any of the following challenges? (Select as many as apply.)

No clear ownership of Al or advanced analytics in the company

Budget or funding process lacking in this area

Short-term deliverables are prioritized over Al or advanced analytics

KPIs and reward structures are not set up to handle this kind of technology
There are too many silos in my company

The technical experts sit too far away from the operational domain

Lack of skilled employees for Al or advanced analytics related tasks

No clear ownership of data across my company

9. Other units don’t have processes for managing data correctly

10.The company is too product focused

11.There are too many power struggles in our company

12.Lack of understanding among management

13.Lack of understanding among our customers

14.Uncertain market demand for customer-facing Al or advanced analytics solutions
15.Lack of external collaboration partners

16. Resistance to redesigning business processes

17.0Other organization related issue:

18.None of the above [PROGNOTE: Can only be selected as single choice]

O®NO GO AN~

PROGNOTE: Ask if Q3b or Q4b > 0. Randomize items, except last two items.
Q7. You indicated you have faced some challenges.

AI or advanced analytics challenges can sometimes be related to people and culture. Did your unit or company
face any of the following challenges? (Select as many as apply.)

1. Many employees prefer sticking to tried and tested routines
2. Many employees are not open to change in general
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9.

1

1
1
1
1

PROGN

PROGN!
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Employees do not see what value Al or advanced analytics bring to the business
Employees do not see how Al or advanced analytics improve their job satisfaction
Employees are afraid of losing their jobs if these technologies take over
Employees worry that their expertise will be ignored or made useless
Employees worry that they will be less in control

Employees don't trust the output from Al or advanced analytics

The technical and operational teams do not understand each other

0.0Older generations don’t understand the technology

1.0ur company culture is not open to change

2.Unions are against the adoption of these technologies

3.0Other people or culture related issue:

4.None of the above [PROGNOTE: Can only be selected as single choice]

OTE: Randomize order of Q8-Q10

OTE: Ask if “None of the above” is not selected in Q5. Randomize items, except last two items.

Q8. You indicated you have faced some technical challenges.

How has your company tried to overcome the technology challenges you have faced with AI or advanced
analytics? (Select as many as apply.)

1
1

1

PROGN

1
2
3
4
5
6.
7
8
9.
1

. Improve usability of tools

. Use technology that is less cutting edge

. Find cheaper solutions

. Search for more standardized solutions

. Try to improve relevance and quality of output

Find tools and technologies specific to our industry

. Find tools with higher transparency or compliance with regulations

. Improve access to data sources

Setting up a data lake or similar for centralized data access

0. Setting up data management policies to ensure proper handling of data within the
company

1.Other way to overcome technology challenges:

2.We have not tried to overcome technology challenges [PROGNOTE: Can only be selected as

single choice]

3.Don’t know

OTE: Ask if “None of the above” is not selected in Q6. Randomize items, except last two items.

Q9. You indicated you have faced some organizational challenges.

How has your company tried to overcome organizational challenges you have faced with AI or advanced
analytics? (Select as many as apply.)

1
2
3
4
5
6.
7
8
9.
1

. Define new organizational units to clarify ownership of Al or advanced analytics

. Implement clear budget or funding processes

. Set up an Al or advanced analytics process parallel to current practice to compare

. Set up clear evaluation criteria for new Al or advanced analytics projects

. Set up KPIs and score cards that quantify gains from Al or advanced analytics

Build a best practice team using external hires with experience from other industries
. Build cross functional teams

. Create work roles focused on increasing collaboration across organizational units
Promote a data driven workflow across organizational boundaries

0.Create management supported evangelist roles for Al or advanced analytics
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11.Promote understanding of Al or advanced analytics among your customers

12.Develop new business areas where Al or advanced analytics is used from the very

start
13. Other way to overcome organizational challenges:

14.We have not tried to overcome organizational challenges [PROGNOTE: Can only be selected as

single choice]

15.Don’t know

PROGNOTE: Ask if “"None of the above” is NOT selected in Q7. Randomize items, except last two items.
Q10. You indicated you have faced some people or culture challenges.

How has your company tried to overcome people or culture challenges you have faced with AI or advanced
analytics? (Select as many as apply.)

1. Educate employees on benefits of work routine change

2. Hire younger employees or employees that have experience from fast changing
work environments

3. Set up technology workshops, training sessions or educational courses for
employees

4. Present Al or advanced analytics using proofs of concept and demos

5. Making executive managers openly share their support for the technology

6. Use “shadow” projects where employees try out Al or advanced analytics and

compare with current work practices
7. Tie career development goals to the use of Al or advanced analytics
8. Find career paths for employees who embrace fast workplace change
9. Encourage employees to develop new skills tied to Al or advanced analytics
10. Work with unions to see employee benefits from Al or advanced analytics
11.Other way to overcome people or culture challenges:

12.We have not tried to overcome people of culture challenges [PROGNOTE: Can only be
selected as single choice]

13.Don’t know

PROGNOTE: Ask if more than one selection was made across all of Q5 - Q7.
Q11. You mentioned the following challenges faced by your unit or company with AI or advanced analytics.
Overall, which are the most critical challenges? (Select top three challenges.)

PROGNOTE: List all challenges selected across all of Q5 — Q7.

PROGNOTE: Ask if more than one selection was made across all of Q8 — Q10.

Q12. You mentioned the following ways you have tried to overcome challenges with AI or advanced analytics in

your unit or company. Overall, which are the most effective strategies to overcome the challenges you have
faced? (Select top three strategies.)
PROGNOTE: List all strategies selected across all of Q8 — Q10.

Q13.
What are the main reasons for adopting AI or advanced analytics into your company? (Select all that apply.)
[PROGNOTE: Randomize items]

Profitability
Productivity
Revenue increase
Cost reduction

e
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Workforce reduction

More innovative products and services
Improving customer experience

Other:

Don’t know

201
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Q14.

How does AI or advanced analytics influence your company going forward; To what extent do you agree with
the following statements?

[7 grade scale, from completely disagree to absolutely agree]

[PROGNOTE: Randomize items]

Al or advanced analytics will make our current processes become obsolete
Becoming Al-driven, we will need to form new KPI's to measure our performance

Employees will still have the same roles as they have today

Most employees in the company will use Al or advanced analytics

Managers will still have the same roles as they have today

All employees will be expected to come up with new ideas for Al or advanced

analytics

Using Al or advanced analytics will not change our company significantly

There will be a constant flow of new Al or advanced analytics applications in the

company

9. Working with Al or advanced analytics will lead to a continuous redesign of work
processes

10. Over time more and more work tasks within our company will be overtaken by Al or
advanced analytics

11.1n the long term our focus will shift from producing products and services to
producing Al algorithms and models

12.There are only a limited number of processes within our company that will benefit
from Al or advanced analytics

13. Al or advanced analytics will result in more frequent changes in the organizational
design/setup of my company

14.We have a clear vision of how the company will be structured when we have
finished implementing Al or advanced analytics

15.Using Al or advanced analytics will make job tasks more complex

16. Al or advanced analytics will allow us to mainly employ low wage workers

17.Al or advanced analytics will allow us to mainly employ experts

oA N R

© N

Q15. When do you estimate your company will have completed the organizational transformation needed to
become fully AI or advanced analytics driven?

1. This year

2. In____ years (enter number of years)

3. Never, this will be a process of constant change

4.

Never, we are not aiming to be fully Al or advanced analytics driven

Q16a. Which of the following roles do you have employed within your company? (Select as many as apply.)
1. Data Scientist

2. Data Engineer

3. Data Analyst

4. Data Architect

5. Machine Learning Engineer

6. Data Manager

7. Business Translator (link between technical and business units)

8. Al Evangelist/Ambassador

9. Other related role, please specify:

10. None of the above
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11.Don’t know

Q16b. Which of the following roles do you plan to have within your company the coming 3 years? This will be in
addition to the roles you currently have in place. (Select as many as apply.)

©CoNo>Ga AN~

Data Scientist

Data Engineer

Data Analyst

Data Architect

Machine Learning Engineer

Data Manager/Steward

Business Translator (link between technical and business units)
Al Evangelist/Ambassador

Other related role, please specify

10. No other related role
11.Don’t know

Q17.

What is the level of maturity of AI or advanced analytics in your company? To what extent do you agree with the
following statements?

[7 grade scale, from strongly disagree to strongly agree]
[PROGNOTE: Randomize items]

a.

b.

e.
f.

We use proof of concept or pilot projects extensively to test Al or advanced
analytics

Al or advanced analytics projects are put into production and used as best practice
on a regular basis

Al or advanced analytics projects always have an executive sponsor and a
dedicated budget

Al or advanced analytics is considered for use in all new projects, products and
services

We have a clear strategy for Al or advanced analytics related data management.
Al or advanced analytics are implemented throughout the company

Q18. How important are the following sources for your AI or advanced analytics activities?
[7 grade scale, from very low importance to very high importance]
[PROGNOTE: Randomize items]

S3TFATTS@T 0000

Suppliers of equipment, materials, components
Suppliers of software

Suppliers of data

Clients or customers

Competitors

Consultants

Commercial laboratories/R&D enterprises
Universities or other higher education institutes
Government research organizations

Other public sector

Private research institutes

Enterprises within your enterprise group

. Professional conferences, meetings

Trade associations
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0. Technical/trade press, computer databases
p. Fairs, exhibitions
q. Technical standards

Q19. The following questions deal with the use of data. To what extent do you agree with the following
statements?

[7 grade scale, from completely disagree to absolutely agree]

[PROGNOTE: Randomize items]

a. My company uses data published by other companies in order to improve our own
Al or advanced analytics activities

b. My company shares data so that other companies can use it in their business
activities

c. My company freely shares some data with no restrictions or associated costs.

d. My company has a good understanding of licenses governing the use of data

Q20. How important to the of your busi are the
analytics driven work?

[7 grade scale, from very low importance to very high importance]
[PROGNOTE: Randomize items]

ing methods of organizing AI or

a. Planned job rotation of staff across different functional areas

b. Regular brainstorming sessions for staff to think about improvements that could be
made within the business

c. Cross-functional work groups or teams (combined across different working areas or
functions)

Q21. In my unit, over the next 18 months, we plan to invest in AI or advanced analytics ...
[7 grade scale, from ‘significantly less than previously’ to ‘significantly more than previously’]

Q22. In my unit, over the next 18 months, we will directly invest in AI or advanced analytics with...
[7 grade scale, from ‘a significantly narrower focus’ to ‘a significantly wider scope’]

Demographics & Classification

Your responses will be completely confidential and anonymous and will only be combined with the
responses of other people.

S1. Please specify your gender.
1 |:| Male
2 |:| Female

Other

Refuse to say

PROGNOTE: Ask all. Single code; valid: 18-65
S2. How old are you?
refused

PROGNOTE: Ask all. Single code. use local list according to school system
Q38. What is the highest level of education you have completed?
1. No school

2. Primary school
3. Junior/Middle school
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High school

Trade studies

College/University

Post graduate degree

Q39 — INDUSTRY SECTOR
SINGLE CODE
Which of these industry sectors best describes the main activity of your company?

ASK ALL

Agriculture, forestry, fishery
Automotive

Chemical

Construction and engineering
Education

Financial services / Banking
Government (Federal, State or Local)
Healthcare

Insurance

IT / technology products

Journalism
Leisure/tourism/hospitality
(restaurant/hotel)

13 | Manufacturing or processing industry
14 | Mining, oil, gas & resource extraction
15 | Not for profit / charities

16 | Pharmaceuticals/Biotechnology

17 | Professional services

18 | Real-Estate

19 | Retail and E-commerce

20 | Telecoms

21 | Transport, logistics & distribution

22 | Utilities

23 | Wholesale

24 | Water & waste management

98 | Other (specify)

99 | Don’t know CLOSE

O N B_WIN| -
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S7. Which of the following best describes your role in your company?
1. I have a management role, with subordinates that report to me
2. Hierarchically | have people working under me, but | am not formally responsible for their
function (e.g. set their salary).
3. ldon’t have people working under me.

T4b — TYPE OF DECISION MAKER

SINGLE CODE i

What best describes your role at your place of work?
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1 Senior management level — Being the one with the final say-so | Decision Maker
in strategic and operational decisions

2 Management level — Significant influence, refers to making a Decision Maker
recommendation or being consulted directly in strategic and
operational decisions

3 Operationally involved management — Some influence, refers Decision Maker
to being one of many who make a suggestion with only
moderate possibility of the suggestion being adopted.






